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Abstract 52 

Extended performance of cognitively demanding tasks induces cognitive fatigue manifested 53 

with an overall deterioration of behavioral performance. In particular, long practice with tasks 54 

requiring impulse control is typically followed by a decrease in self-control efficiency, leading 55 

to performance instability. Here, we show that this is due to changes in activation modalities 56 

of key task-related areas occurring if these areas previously underwent intensive use. We 57 

investigated in 25 healthy adults the effects of extended practice with high cognitive demand 58 

(HCD) tasks on a Go-No Go task and the underlying electroencephalographic (EEG) activity. 59 

We compared these effects with those induced by practice with similar, but low cognitive 60 

demand (LCD) tasks. HCD tasks were followed by an increase in response inhibition 61 

failures. These were correlated with the appearance of a distinct neural signature on fast 62 

response trials, characterized by lower levels of beta ([13-30] Hz) EEG activity in the pre-63 

stimulus period, and by a lack of EEG markers of pre-response processing in frontal areas. 64 

Moreover, HCD tasks were followed by a decrease in N200 during correct withholds while 65 

LCD tasks were followed instead by a lesser fraction of hits and a decrease in P300, 66 

suggesting a decrease in engagement. Overall, these results show that exertion of cognitive 67 

control determines the appearance of two distinct modalities of response with different 68 

processing speeds, associated with distinct underlying neural activity.  69 
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Significance statement 70 

Extended cognitive load leads to alterations in behavior, but the underlying alterations in 71 

cortical activity are far from being understood. When we compared the performance in a 72 

Go/NoGo test before and after a battery of tasks requiring high cognitive control, we found 73 

an increase in commission errors associated with an increase in fast automatic responses. 74 

EEG signals of these responses displayed a lack of cortical markers of pre-response 75 

processing. Tasks requiring only low cognitive control were followed instead by an increase 76 

in miss errors, likely related to a decrease in engagement. Extended cognitive load leads 77 

then to the appearance of two distinct response modalities, driven by distinct neural 78 

activities. 79 

Introduction 80 

Extended involvement in cognitive tasks leads to a deterioration of behavioral performance 81 

that is typically reverted after a period of rest or sleep (Müller & Apps, 2019; Tran et al., 82 

2020). This particular state, commonly indicated as mental or cognitive fatigue, is frequently 83 

observed in daily life activities. The specific manifestations of cognitive fatigue may vary 84 

depending on the context and task at hand but may generally include changes in reaction 85 

time with impulsive or sluggish responses and reduced behavioral accuracy and/or precision 86 

(i.e., increased response variability). Since cognitive fatigue may substantially increase the 87 

risk of accidents or antisocial behaviors, substantial efforts have been undertaken to 88 

characterize its behavioral, functional, and physiological bases.  89 

Response inhibition, one of the so-called ‘executive functions’, involves being able to control 90 

one's behavior to override a strong impulse and select the more appropriate or needed 91 

behavior (Diamond, 2013). Under conditions of cognitive fatigue, individuals have been 92 
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shown to fail more often at suppressing an impulsive or automatic response (commission 93 

error), while reaction times may mainly increase or decrease depending on the specific task 94 

(Kato et al., 2009; Möckel et al., 2015). Another common observation is that of an increased 95 

response instability, especially manifested with increased variability in reaction times even 96 

in the absence of obvious errors or lapses (C. Wang et al., 2014). 97 

These behavioral changes are accompanied by detectable changes in brain activity, and 98 

especially in the so-called event-related potentials (ERPs) computed from 99 

electroencephalographic (EEG) recordings. Two ERP components modulated by cognitive 100 

fatigue are the N200 and P300 components, a negative and a positive EEG-signal deflection 101 

peaking around 200 ms and 300 ms after stimulus onset, respectively. The N200 component 102 

is thought to be generated in the frontal cortices, presumably within the mid-cingulate cortex 103 

and ventral and dorsolateral prefrontal cortex (Lavric et al., 2004; Wessel, 2012) and is 104 

mostly associated with novelty (Wessel, 2012) and conflict monitoring (Folstein & Van 105 

Petten, 2008; Lavric et al., 2004). The P300 component, sometimes divided into an anterior 106 

fronto-central component (P300a) and a posterior parietal component (P300b) is assumed 107 

instead to mainly reflect attention allocation and response selection (Albert et al., 2013; 108 

Donchin & Coles, 1998; Friedman et al., 2001; Schmidt-Kassow et al., 2009; Strobel et al., 109 

2015; Verleger, 2020). Previous work showed that the P300 amplitude decreases after 110 

extended practice with tasks requiring the exertion of response inhibition, while changes in 111 

N200 amplitude appear largely inconsistent across studies (Boksem et al., 2006; Kato et al., 112 

2009; Möckel et al., 2015). A response-locked ERP negativity related to commission errors, 113 

commonly indicated as error-related negativity (ERN), also appeared to decrease in 114 

amplitude after extended task practice (Boksem et al., 2006; Lorist et al., 2005).  115 

Interestingly, while the behavioral instability observed in conditions of cognitive fatigue 116 

seems to reflect a fluctuating, stochastic process (Gunzelmann et al., 2011), previous work 117 
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mainly treated behavioral and the associated brain activity changes as a relatively uniform 118 

phenomenon. Brain activity changes were commonly measured by comparing the average 119 

across all trials with correct or incorrect outcomes across fatigued and rested (or less 120 

fatigued) conditions. Here, we hypothesized that behavioral instability resulting from 121 

cognitive fatigue may reflect the appearance of distinctive events associated with specific 122 

electrophysiological correlates. To test these hypotheses, we investigated the behavioral 123 

and physiological effects of extended practice with tasks requiring the exertion of response 124 

inhibition functions and compared such effects with those induced by practice with identical 125 

tasks not requiring control of impulses. We also analyzed relative variations in response 126 

characteristics in the two experimental conditions to identify potential markers of behavioral 127 

instability and their electrophysiological correlates. 128 

Material and Methods 129 

Participants 130 

Twenty-six healthy adults (age range = 21-31 years, mean ± SD = 26.2 ± 2.5 years, 16 131 

females, all right-handed) were included in the study. Potential volunteers underwent a 132 

preliminary interview to exclude any clinical, neurological, or psychiatric conditions 133 

potentially affecting brain function and behavior. Additional exclusion criteria included the 134 

absence of relevant sleep-related issues (Pittsburgh Sleep Quality Index; score > 10 135 

(Buysse et al., 1989)), excessive daytime sleepiness (Epworth Sleepiness Scale; score > 136 

10 (Johns, 1991)) and extreme chronotypes (Morningness-Eveningness Questionnaire; 137 

score >70 or score < 30 (Horne & Ostberg, 1976)). Participants were asked to maintain a 138 

regular sleep-wake schedule for at least one week before each experiment. Compliance 139 

was verified by wrist-worn actigraphy (MotionWatch 8, CamTech). The study was conducted 140 
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under a protocol defined in accordance with the ethical standards of the 2013 Declaration 141 

of Helsinki and approved by the Local Ethical Committee. Written informed consent was 142 

obtained from all participants. 143 

Experimental design 144 

All participants completed a training session and two experimental sessions in which high-145 

density electroencephalographic activity (EEG; 64 electrodes; EGI, Eugene, OR, USA) and 146 

behavioral data were recorded. The time window of each session was kept fixed to avoid 147 

possible confounding factors related to time-of-day effects or the influence of inter-individual 148 

differences in daily activities (e.g., work-related fatigue). In particular, the training session 149 

was performed on Friday morning from 9:30 AM to 11:30 AM, while the two experimental 150 

sessions took place on the subsequent Monday and Tuesday from 8:30 AM to 1:30 PM. 151 

The training session included the completion of two computerized psychometric 152 

questionnaires assessing impulsiveness (Barratt Impulsiveness Scale (Fossati et al., 2001; 153 

Stanford et al., 2009)) and aggressiveness (Buss-Perry Aggression Questionnaire (Buss & 154 

Perry, 1992; Fossati et al., 2003)), and a practice and calibration session with a classical 155 

response inhibition task (Go/NoGo, see below) (Bernardi et al., 2015).  156 

Each experimental session began with the hd-EEG cap preparation followed by a baseline 157 

test block lasting ~15 minutes (BL). This test block comprised the completion of a set of 158 

Likert scales (1-9) assessing subjective alertness, sleepiness, perceived effort, mood, and 159 

motivation, resting-state EEG activity recordings, and a computerized Go/NoGo task. Then, 160 

participants completed two ~45 minutes task blocks involving high (HCD) or low (LCD) 161 

cognitive control demands. Each task block included three ~15 minutes tasks requiring (or 162 

not) the exertion of self-control (see below). Test blocks (T1 and T2) identical to the baseline 163 
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were repeated after each task block. The two experimental sessions were completed in a 164 

pseudo-random, counterbalanced order.  165 

To ensure signal quality during EEG recordings, electrode impedance was checked at the 166 

beginning of each test block (BL, T1, T2) and kept below 50 KΩ. 167 

Go/NoGo task 168 

During each test block, participants completed two runs of a classical Go/NoGo task (“XY 169 

response inhibition test” (Bernardi et al., 2015; Chuah et al., 2006; Garavan, 2002; Garavan 170 

et al., 1999; Roche et al., 2005)). During this task, capital letters X and Y are presented in a 171 

serial, alternating order at a rate of one per second. Participants were instructed to press a 172 

button for each stimulus that followed a different one (Go) and to withhold their response 173 

when two identical stimuli followed each other (NoGo). Each Go/NoGo task run lasted 5 174 

minutes and comprised 300 stimuli (for a total of 600 stimuli per test block), 10% of which 175 

represented “lures” requiring withholding. 176 

During the training session, each participant was presented with five runs of the Go-NoGo 177 

task in which a decrement of 100 ms in the duration of stimulus presentation was applied at 178 

each following trial. In particular, the duration of the stimulus varied from 900 ms (and 100 179 

ms of interstimulus interval) to 500 ms (and 500 ms of interstimulus interval). This procedure 180 

was performed to identify the stimulus duration that was associated with a rate of 181 

commission errors corresponding to about 50% in each participant. This approach was 182 

applied to avoid potential ceiling or flooring effects in the number of commission errors 183 

(Chuah et al., 2006; Garavan, 2002). 184 

Behavioral tasks 185 
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The HCD condition included computerized tasks based on impulse control, decision-making, 186 

and conflict resolution, that were selected to engage as much as possible the so-called 187 

‘executive functions’ and their related brain networks. The LCD condition included a modified 188 

version of the same tasks employed in the HCD condition, adjusted to require no or minimal 189 

exertion of self-control.  190 

 191 

Emotion suppression task. In the emotion suppression task (Baumeister et al., 1998; Dang, 192 

2018), participants watched a series of brief video clips showing humans and/or animals in 193 

amusing situations. Participants were explicitly requested to completely suppress their facial 194 

reactions (e.g., smiling or laughing) while performing the HCD condition, whereas they were 195 

left free to express their emotional responses during the LCD session. Compliance with the 196 

task was assessed using a camera pointing at the participant's face (Avvenuti et al., 2021).  197 

 198 

False response task. This task represents a modified version of the response conflict task 199 

adopted in previous work (Bernardi et al., 2015). Subjects were presented in random order 200 

with 180 simple questions (e.g., “How many fingers in one hand?”) and two possible 201 

answers, one false (e.g., “10”) and one correct (e.g., “5”). Participants were instructed to 202 

give, as fast and as accurately as possible, either the correct or wrong response according 203 

to a green/red sign which was presented below each question. The time limit for providing 204 

an answer was set to 2000 ms. During the HCD condition, the sign’s color was randomly 205 

assigned for each stimulus, while it remained always green in the LCD session.  206 

  207 

Stroop task. The Stroop task is a widely known psychological test that requires selective 208 

attention, processing speed, and the ability to inhibit an automatic response (Dang, 2018; 209 

Stroop, 1935). This task included two repetitions of two distinct runs for a total of four runs. 210 

The stimuli consisted of four color words (i.e., “RED”, “YELLOW”, “GREEN”, “BLUE”) 211 
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presented in red, yellow, green, or blue ink. In two runs, participants were instructed to 212 

indicate the color name represented by the word (i.e., ignoring the ink color), while in the 213 

other two runs, they had to indicate the ink color (i.e., ignoring the color name). In the HCD 214 

session, the color name and the ink color could be either congruent (i.e., color ink and color 215 

name were matched) or incongruent (i.e., the color ink and the color name did not match), 216 

whereas in the LCD condition stimuli were always congruent (i.e., color ink and color name 217 

were always matched). 218 

Performance evaluation and statistical analyses 219 

Due to the relatively small number of NoGo trials compared to Go trials, we decided to 220 

aggregate the data obtained from blocks T1 and T2, naming these aggregated blocks as 221 

‘post HCD/LCD’. This was done to estimate more reliably the Event-Related Potentials 222 

(ERPs; see below) on both correct withholds and commission errors in NoGo trials. The 223 

change in performance level post HCD/LCD was measured as the difference in percentage 224 

of commission errors on NoGo trials (%CE) and as the percentage of hits on Go trials (%HIT) 225 

relative to the baseline block. We also measured the difference in reaction time (RT) pre 226 

and post HCD/LCD. A paired-sample non-parametric test (Wilcoxon signed-rank test) was 227 

employed to assess variations in these measures compared to the baseline block. Similar 228 

tests were used to assess possible differences between HCD and LCD sessions in relative 229 

baseline-to-post-block variations. Effect sizes were calculated using rank-biserial correlation 230 

(RBC). Statistics are reported as mean ± standard deviation unless otherwise specified.  231 

Since one of the observed effects of the HCD condition was the reduction in reaction times 232 

and the appearance in some subjects of a bimodal distribution including a Fast Trials (FT) 233 

peak in addition to the Standard Trial (ST) peak (see Result), we decided to conduct a more 234 

detailed analysis to characterize this phenomenon. For each subject, the probability density 235 
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function (pdf) was estimated for all reaction times in each block and session (both hits and 236 

commission errors), using kernel density estimation. A Gaussian function was used as the 237 

kernel and the Improved Sheather-Jones algorithm was employed for bandwidth selection. 238 

For each subject, we calculated the difference between the pdf post-HCD and post-LCD 239 

with their respective baseline and we used the last point between 100 and 250ms where 240 

this change in sign occurred to identify the separation line between FTs and STs. We used 241 

the median of all inversion points found as the cut-off for all subjects.  242 

EEG Data Analysis 243 

EEG processing and analysis were conducted using EEGLAB (Delorme & Makeig, 2004), 244 

along with custom scripts in Matlab and Python. Continuous EEG recordings performed 245 

during each Go/NoGo run were band-pass filtered between 1 and 45 Hz using a finite 246 

impulse response (FIR) filter and re-referenced to the average reference. Bad channels 247 

were automatically removed by calculating their kurtosis values and excluding those with an 248 

absolute z-score higher than 5.  Removed channels were interpolated with a spherical 249 

interpolation. Then, an independent component analysis (ICA) was performed, and the 250 

obtained components were automatically labeled using ICLabel (Pion-Tonachini et al., 251 

2019). Components associated with artifacts such as eye movements, cardiac activity, and 252 

muscle activity were removed. 253 

ERP analyses 254 

Processed EEG data were epoched to generate both stimulus-locked and response-locked 255 

ERPs. Stimulus-locked epochs were selected within a window ranging from -100 to 256 

+1000ms, with the first 100ms serving as the baseline. While stimulus-locked ERPs were 257 

computed for all types of trials (hits, correct withhold (CW), and commission errors (CE)), 258 

response-locked ERPs were calculated only for commission errors to analyze the error-259 
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related negativity (ERN). This analysis was performed within a window ranging from -300 to 260 

+500ms, using the range -300 to -200ms as baseline. For each subject and trial type, we 261 

computed the average signal across all epochs. The ERPs of each subject were visually 262 

inspected to verify the presence of distinguishable N200, ERN, and P300 components. 263 

Subjects who did not exhibit discernible ERP responses in specific trials or conditions were 264 

excluded from related analyses. Out of the starting set of twenty-six subjects, one subject 265 

was excluded from all analyses due to poor-quality EEG data. The final dataset is hence 266 

composed of n=25 subjects for all the analyses unless otherwise stated. The analysis on 267 

commission errors epochs of the LCD sessions was performed only on n=23 subjects, as 268 

two subjects did not show clearly distinguishable ERP components. 269 

Different ERP components were analyzed based on trial type, using the area under the 270 

curve (AUC) around the corresponding peak of interest. The peak for each component was 271 

determined by searching within a component-specific window for both stimulus-locked 272 

(anterior P200: (140,250) ms, posterior P200: (160,280) ms, N200: (200,350) ms, P300: 273 

(250,600) ms) and response-locked epochs (ERN: (-50,150), P300: (100,400) ms) all 274 

possible instants i where the corresponding potential p satisfied the condition: 275 

 𝑝𝑖−1 <  𝑝𝑖 𝑎𝑛𝑑 𝑝𝑖 >  𝑝𝑖+1  (inverted operators for negative peaks) 276 

Among all possible identified peaks, we selected the one having the highest absolute 277 

potential. Once the peak was identified, the AUC was calculated within a time window of 60 278 

ms centered around it, employing the trapezoidal method. The AUC variation between 279 

baseline and post-task blocks, as well as differences between sessions, were assessed 280 

using Wilcoxon signed-rank tests. 281 
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FT analysis 282 

To analyze the functional underpinnings of FTs (see Results), we computed the response-283 

locked ERPs of FTs and STs in hits trials in a time window of -500 to +500ms. Baseline 284 

correction for both FTs and STs was applied using the signal from -100ms to stimulus onset 285 

(Kelly & O’Connell, 2013).To identify the scalp regions exhibiting differences in FTs and STs 286 

before the response, we calculated the average potential between -150 and 0ms for each 287 

electrode. Then, a paired-sample statistical test (Wilcoxon signed-rank test, FDR correction 288 

Extended Data Figure 3-1) was applied, and specific regions of interest (anterior and 289 

posterior ROIs) were chosen for further analyses (see Results). The response-locked ERPs 290 

from electrodes within the two ROIs were averaged to obtain ROI-specific ERPs. Potential 291 

differences between STs and FTs were investigated using time-point-wise Wilcoxon signed-292 

rank tests and an FDR correction for multiple comparisons. In addition, we marked as 293 

significant only clusters of contiguous significant time-points lasting at least 30ms. To 294 

quantify the build-up activity observed in the posterior ROI, we extracted for each subject 295 

the EEG activity from stimulus onset to ERP peak (detected using the same method 296 

employed for detecting the main ERP components). The slope magnitude of the signal 297 

deflection was quantified using a linear mixed-effect model. 298 

We analyzed also signal power differences in a window of 300 ms before the stimulus onset. 299 

For this, we computed an estimate of the power spectral density in each channel, employing 300 

the modified periodogram method with a Hamming window of the same length as the epoch. 301 

We then calculated the average power for each subject in three bands of interest: Theta (4-302 

7 Hz), Alpha (8-13 Hz), and Beta (13-30) Hz. Differences between FTs and STs for each 303 

band and each electrode were assessed using a Wilcoxon signed-rank test with FDR 304 

correction. Given the brief duration of the window, differences in the delta band were not 305 

examined. We repeated this analysis also in the response-locked epochs. 306 
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Results 307 

To investigate the effects of extended cognitive load on impulse control and its neural 308 

underpinnings, we asked 25 subjects to perform a Go/NoGo task after rest and then again 309 

after two 45-min-long task-practice sessions including either high cognitive demand (HCD) 310 

or low cognitive demand (LCD) tasks (see Figure 1 and Methods). We recorded and 311 

compared behavioral performance and hd-EEG during the Go/NoGo tasks before and after 312 

the LCD and HCD tasks.  313 

We first assessed the effects of HCD and LCD tasks on self-reported alertness, sleepiness, 314 

perceived effort, mood, and motivation. We found that alertness, mood, and motivation 315 

decreased from baseline to post-task period, while sleepiness and perceived effort 316 

increased (Table 1) with no significant differences between LCD and HCD. 317 

Effects of cognitive fatigue on behavioral performance 318 

We investigated to which extent practice with HCD or LCD tasks affected subsequent 319 

impulse control as measured through the Go/NoGo task. The fraction of commission errors 320 

increased significantly in the HCD condition (BL-HCD %CE = 39.03%, post-HCD %CE: 321 

48.08%; %CE= 9.05% ± 11.03%, RBC=0.76, W = 35, n= 24, p=0.001; Wilcoxon test) but 322 

not in the LCD condition (Figure 2A; BL-LCD %CE = 44.03%, post-LCD %CE: 43.08%; 323 

%CE= -0.94% ± 14.56%, RBC=0.02, W = 159, n = 25, p=0.93; Wilcoxon test). The relative 324 

variation in the number of commission errors was significantly different between HCD and 325 

LCD (Figure 2A, RBC=0.59, W = 65.5, n=25, p=0.008; Wilcoxon test). The fraction of hits 326 

decreased significantly in the LCD (BL-LCD %HIT = 97.20%, post-LCD %HIT: 95.79%; 327 

%HIT= -1.41% ± 4.58%, RBC=-0.59, W = 61, n=24, p=0.0108; Wilcoxon test) but not in 328 
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the HCD ( BL-HCD %HIT = 96.64%, post-HCD %HIT: 97.25%; %HIT=  0.6% ± 7.11%, 329 

RBC=-0.33,  W = 83.5, n=22, p=0.16; Wilcoxon test) condition (Figure 2B).  330 

The mean reaction time (RT) in hits decreased in HCD (BL-HCD RT = 279.43ms, post-HCD 331 

RT: 266.30ms; RT=  -13.13ms ± 20.26ms, RBC=-0.61,  W = 62, n=25,  p=0.0055; Wilcoxon 332 

test) but not in LCD (Figure 2C; BL-LCD RT = 273.03ms, post-LCD RT: 276.37ms; RT=   333 

3.33ms ± 32.80ms, RBC=-0.04, W = 156, n=25,  p=0.87; Wilcoxon test), and the relative 334 

variation did not significantly differ between conditions by a small margin (RBC=-0.42, W = 335 

93, n=25, p=0.06; Wilcoxon test). Thus, the HCD condition was associated with faster 336 

responses and an increase in the percentage of commission errors, while the LCD condition 337 

was associated with a decrease in hits. 338 

A finer analysis of RT distributions in the HCD condition revealed that the relative post-HCD 339 

decrease in RT was explained by an increase in the number of fast responses (i.e., 340 

responses for which RT<200 ms; see Figure 2D for a representative subject). For each 341 

subject, we identified the lowest RT at which the difference between the RT probability 342 

density function post-session and at baseline (see Methods) changed in sign (Figure 2E-F). 343 

This inversion point corresponded to RT=203 ± 59ms (median ± IQR). Based on this 344 

observation, we classified trials with RT < 200 ms as Fast Trials (FTs) and trials with RT > 345 

200 ms as Standard Trials (STs).  346 

We next assessed baseline to post-task variations in the percentage of FTs (Figure 2G). We 347 

found a significant %FT increase in the HCD condition (BL-HCD %FT = 14.31%, post-HCD 348 

%FT: 19.78%; %FT: 5.47% ± 5.20%, RBC=0.90, W = 15, n=25, p=0.000008, Wilcoxon 349 

test), while no significant changes were observed in the LCD condition (BL-LCD %FT = 350 

15.34%, post-LCD %FT: 16.49%; %FT: 1.15% ± 11.39%, RBC=0.37, W = 101, n=25, 351 

p=0.101; Wilcoxon test). The post-HCD increase in FTs was sufficient to explain the overall 352 
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decrease in RTs as this effect was no longer present when FTs were removed (BL-HCD RT: 353 

306.59ms, post-HCD RT: 300.78ms, RT= -5.81ms ± 28.96ms, RBC=-0.15, W = 137, n=25, 354 

p=0.50; Wilcoxon test). Furthermore, the difference between the two sessions in %CE was 355 

no longer significant after the removal of FT (HCD %CE: 6.23% ± 10.20%, LCD %CE: 356 

0.63% ± 11.43%; RBC=0.41, W = 94.5, n=25, p = 0.07; Wilcoxon test). Of note, the baseline 357 

vs post-task variation in the percentage of FTs in HCD was significantly correlated across 358 

subjects with the increase in commission errors (r=0.52, p=0.008; Spearman’s coefficient), 359 

while this did not occur after LCD tasks (r=0.25, p=0.23; Spearman’s coefficient) (Figure 360 

2H).  361 

Finally, we examined whether the FTs occurrence was affected by previous responses. 362 

Overall, FT occurred more often after NoGo trials (post Go %FT 0.14 ± 0.10, post-NoGo 363 

%FT 0.44 ± 0.19, RBC=1, W = 0, n=25, p=5.96e-8; Wilcoxon test, Extended Data Figure 2-364 

1). The probability of FT after NoGo trials increased relatively to baseline after both HCD 365 

(post NoGo BL %FT 37.84%, post NoGo post-HCD %FT 49.47%; post-NoGo 11.63%± 366 

15.10%, RBC= 0.70, W = 44, n=24, p=0.002; Wilcoxon test) and LCD (post NoGo BL %FT 367 

36.18%, post NoGo post-LCD %FT:  45.15%; post-NoGo 8.98%± 11.54%, RBC=0.62  W 368 

= 62, n=25, p = 0.005; Wilcoxon test). The probability of FT occurrence following Go trials 369 

increased significantly relative to baseline only after the HCD session (post Go BL %FT 370 

11.43%, post Go post-HCD %FT 16.25%; post-Go 4.81%± 4.78%, RBC=0.85, W = 24, 371 

n=25, p = 4.54e-5; Wilcoxon test), and not after the LCD session (post Go BL %FT 12.77%, 372 

post Go post-LCD %FT 13.03%; post-Go 0.26%± 11.54 %, RBC=0.29, W = 115.0, n=25, 373 

p = 0.20; Wilcoxon test). However, there was no interaction of session and trial type in 374 

determining the relative changes (two-way rmANOVA on rankings, p>0.1). 375 

Cortical activity underlying fast trials 376 
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Given the functional relevance of FT described in the previous section, we compared the 377 

cortical activity underlying FTs and STs.  378 

We first analyzed the EEG event-related potentials (ERPs) time-aligned to correct hits in Go 379 

trials. Of note, the experimental condition (HCD, LCD) did not affect the shape of associated 380 

ERPs (Extended Data Figure 3-2/3), so we averaged data over HCD and LCD recordings. 381 

In frontal electrodes (anterior ROI; Figure 3C), the pre-response interval was associated 382 

with stronger activity in STs than in FTs (Figure 3A, p<0.05 Wilcoxon test, FDR correction). 383 

Indeed, STs displayed a clear ERP peak occurring -46ms ± 18ms (median ± IQR) before 384 

the behavioral response, while no peak was present in FTs. Post-response, both FTs and 385 

STs displayed a peak. In parietal electrodes (posterior ROI; Figure 3B), we observed a ramp-386 

up of the activity that started after stimulus presentation and peaked at response time for 387 

STs (latency: 4ms ± 18ms) but significantly later (RBC=0.83, W = 25.5, n = 24, p=0.0003; 388 

Wilcoxon test) for FTs (latency: 40ms ± 18ms). However, given the shorter reaction time in 389 

FTs, the ERP response rose faster for FTs (slope: 21.18 μV/s) than for STs (slope: 12.41 390 

μV/s; Figure 3B). Overall, FTs were characterized by a lesser activity preceding the 391 

response, in particular in the anterior region. 392 

We next examined the differences between FTs and STs in stimulus-locked ERPs in the 393 

same ROIs. Again, the experimental condition (HCD, LCD) did not affect the shape of 394 

associated ERPs (Extended Data Figure 3-4/5), so we averaged data over HCD and LCD 395 

recordings.  In frontal electrodes (Figure 3D) we observed during STs a standard P200 396 

neural response and a later P300 neural potential following the behavioral response, while 397 

the P200 for FTs occurred after the response and overlapped with the P300 potential. In the 398 

posterior electrodes (Figure 3E), both FTs and STs showed increased activity about 100 ms 399 

after stimulus onset, preceding the behavioral response, with stronger activity in FTs (Figure 400 

3E, p<0.05, Wilcoxon test, FDR correction). Both FTs and STs displayed also a second peak 401 
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of activity approximately 250 ms after the stimulus onset – but note that this peak preceded 402 

behavioral response in FTs while it followed behavioral response in STs. Overall, the post-403 

stimulus processing is similar in FTs and STs but in the former case the response occurs 404 

before it is completed.  405 

We hypothesized then that FTs and STs could originate due to different activities preceding 406 

stimulus onset. The spectral analysis performed in a 300 ms pre-stimulus window revealed 407 

a significant higher beta power (13-30 Hz) in STs compared to FTs in the centro-parietal 408 

area contralateral to the hand that executed the response (Figure 3G, p<0.05, Wilcoxon test, 409 

FDR correction). No differences were found instead between FTs and STs in the theta (4-7 410 

Hz) and alpha (8-13 Hz) bands (Extended Data figure 3-6). Instead, in the response-locked 411 

spectrum, we observed a significantly lower theta power on frontal region and higher alpha 412 

power on occipital region in FTs compared to STs. No difference was found in the beta band 413 

(Extended Data Figure 3-7, p<0.05, Wilcoxon test, FDR correction).  414 

Cortical activity underlying commission errors in standard 415 

trials 416 

Commission errors are correlated with the fraction of FTs, but on average only 19% of CEs 417 

(first and third quartiles across subjects: [6.87,27.48] %) were performed during FTs, and 418 

the remaining were performed during STs. We investigated then whether commission errors 419 

were associated with specific features of the stimulus-locked ERP response in standard 420 

trials. We analyzed the P200 components identified in the anterior ROI and posterior ROI 421 

during STs putting together HCD and LCD (see Figure 3D-E). We measured the area under 422 

the curve (AUC) of the peaks of both the anterior (Figure 4A) and the posterior P200 (Figure 423 

4D) recorded during the three types of responses: hits, correct withholds, and commission 424 

errors. In the anterior region there were no P200 differences across responses (Figure 4B, 425 
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Kendall’s W=0.02, Q=1.28, p=0.52, Friedman test), but across subjects P200 AUC 426 

significantly anti-correlated with the percentage of commission errors across all sessions 427 

and blocks (r = -0.65, p = 0.0005, Spearman’s coefficient; Figure 4C). In the posterior region 428 

we observed a significant difference in P200 across all three types of trials (Kendall’s 429 

W=0.82, Q=41.04, p =1.25e-9, Friedman test; Figure 4E). In particular, the smallest P200 430 

AUC was found for CW trials, while the largest was observed for HIT trials. In this case, a 431 

positive inter-subject correlation between the posterior P200 AUC and the percentage of 432 

commission errors was found (r = 0.52, p = 0.0084, Spearman’s coefficient, Figure 433 

4F). Furthermore, a negative inter-subject correlation was observed between the posterior 434 

P200 AUC calculated on hits trials and the average reaction time computed on the same 435 

trial type across all sessions and blocks. (r = -0.57, p = 0.0027, Spearman’s coefficient). 436 

These results suggest that commission errors during standard trials might originate from 437 

posterior P200 significantly larger than the ones usually associated with withdrawal and from 438 

a lower anterior P200.  439 

Fronto-central event-related potentials in standard trials 440 

modulation by HCD and LCD  441 

In the previous sections we have observed how the relative occurrence of FT and STs 442 

changed differentially after HCD or LCD, while anterior and posterior ERPs of each trial type 443 

did not change depending on the previous cognitive load. However, according to previous 444 

studies (Polich, 2007; Stock et al., 2016; Yin et al., 2016), the P300 is localized close to 445 

central electrodes (around Cz; Figure 5A), while both N200 and ERN, as well as the P300 446 

of correct withhold and commission error trials, exhibit a fronto-central distribution (Figure 447 

5B, C) (Donkers & Van Boxtel, 2004; Huster et al., 2013; Iannaccone et al., 2015; Kato et 448 
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al., 2009; Kirschner et al., 2021; Nieuwenhuis et al., 2003; Polich, 2007; L. Wang et al., 449 

2020). We investigated then if these components changed between HCD and LCD.   450 

The hit-related P300 component did not change significantly after HCD tasks (Figure 5D; 451 

RBC=-0.23, W=125, n=25, p=0.32, Wilcoxon test), while its amplitude decreased 452 

significantly after LCD tasks (Figure 5G; RBC=-0.46, W=87, n=25 p=0.042, Wilcoxon Test). 453 

However, no significant differences were found between relative changes after HCD and 454 

LCD tasks (Figure 5L, RBC=0.15, W=137, n=25, p=0.50, Wilcoxon Test).  455 

A significant reduction of P300 was observed in correct withhold trials after practice with 456 

HCD (RBC = -0.5, W=82, n=25, p=0.029) but not with LCD (RBC=-0.3, W=114, n=25, 457 

p=0.20) tasks (Figure 5E). We found a significant amplitude decrease for the N200 458 

component after practice with HCD (RBC=0.60, W=65, n=25, p=0.007) but not LCD 459 

(RBC=0.32, W=111, n=25, p=0.17) tasks (Figure 5E). Again, however, no significant 460 

differences emerged between HCD and LCD experimental conditions (Figure 5M, N200: 461 

RBC=0.21, W=127, n=25. p=0.35, P300: RBC=0.009, W=161, n=25, p= 0.97, Wilcoxon 462 

test). 463 

Finally, we examined the effect of extended task practice on the ERPs of commission errors. 464 

No significant ERN changes were found after both HCD (Figure 5F; RBC=0.29, W=115, 465 

n=25, p = 0.20, Wilcoxon Test) and LCD tasks (Figure 5I; RBC=0.35, W=90, n=25, p = 0.15, 466 

Wilcoxon test). For the P300 component, we observed a significant reduction for the LCD 467 

(Figure 5I; RBC=-0.5, W= 69, n=23, p = 0.035, Wilcoxon test) but not for the HCD session 468 

(Figure 5F; RBC=-0.35, W = 106, n=25, p = 0.13, Wilcoxon test). No significant differences 469 

were found between HCD and LCD conditions for both ERN and P300 (Figure 5M; ERN: 470 

RBC=0.12, W=121, n=23, p=0.62, P3: RBC=-0.028, W=134, n=23, p=0.91, Wilcoxon test). 471 
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Overall, when removing FTs, differences between EEG recordings following HCD and LCD 472 

are negligible. This suggests that behavioral differences could be largely explained by the 473 

dynamics underlying FTs. 474 

Discussion 475 

We found that extended practice with high cognitive demand tasks involving response 476 

inhibition was associated with decreased reaction time and increased commission errors. 477 

Commission errors following HCD sessions were in turn associated with the appearance of 478 

fast, automatic neural responses characterized by distinctive ERP shapes. Interestingly, 479 

when FTs were removed, we observed no significant differences between the ERP 480 

components following HCD and LCD sessions in both Go and NoGo trials. This suggests 481 

that behavioral changes following experience-dependent cognitive fatigue mainly depend 482 

on the more frequent occurrence of the fast neural response modality. 483 

Behavioral effects of extended cognitive load 484 

Previous work showed that cognitive fatigue induced by extended task practice is associated 485 

with a deterioration of response inhibition performance (Guo et al., 2018; Kato et al., 2009; 486 

Möckel et al., 2015). The specific effects may differ in part depending on the task used to 487 

measure behavioral performance and include increases in commission errors with or without 488 

a decrease in reaction time and/or increases in reaction time and the number of missing 489 

responses. These studies also commonly reported an increased behavioral instability, with 490 

strong fluctuations in response accuracy and reaction time. 491 

Here we showed that extended practice with tasks requiring impulse control led to increased 492 

commission errors and decreased reaction time during a fast-paced Go/NoGo task. The 493 

occurrence of commission errors appeared to be related to an increased occurrence of fast, 494 
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automatic responses in addition to standard response modalities. This might be due to the 495 

fact that fast automatic responses could be less energy-demanding while preserving a good 496 

performance due to the prevalence of Go trials. In both HCD and LCD subjects, indeed, fast 497 

trials are more likely to occur after NoGo trials when a Go trial is expected. In HCD, mental 498 

fatigue increased the use of the less demanding but hastier strategy of fast automatic 499 

responses, leading to more commission errors. This effect was not significant after practice 500 

with identical tasks modified to remove the impulse control component. In this case, we 501 

observed tendencies toward an increased number of misses. Therefore, behavioral changes 502 

in the two experimental conditions appeared to point in almost opposite directions, with 503 

faster, automatic responses on the one hand (HCD) and more sluggish responses on the 504 

other hand (LCD). The observed differences might be better explained by the involvement 505 

of distinct functional mechanisms rather than by a graded involvement of the same 506 

mechanism as a function of cognitive demands. Indeed, relative behavioral changes 507 

observed in the LCD condition could reflect a tendency of participants to reduce focus and 508 

attention allocation when tasks are more monotonous and less stimulating (Balkin & 509 

Wesensten, 2011). Instead, behavioral changes observed in the HCD condition are 510 

consistent with use- and task-dependent cognitive fatigue and behavioral instability in which 511 

responses appeared to variably oscillate more often between a ‘standard modality’ and a 512 

distinctive, fast, automatic modality. 513 

Neural changes induced by extended cognitive load 514 

We next used EEG and ERP analysis to investigate the electrophysiological correlates of 515 

the different behavioral response modalities. We found that fast trials were characterized by 516 

distinctive electrophysiological correlates relative to standard trials. In particular, fast trials 517 

were preceded by less strong recruitment of left-lateralized, centro-parietal brain areas 518 
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relative to standard trials. According to previous work, higher power in the beta band 519 

contralateral to the hand used to produce behavioral responses could indicate a proactive 520 

response control (Muralidharan et al., 2019; Tzagarakis et al., 2015), which would be lacking 521 

or reduced for fast trials. In addition, we found that fast trials lacked a frontal ERP modulation 522 

in the ~100 ms before action execution (anterior P200) that is instead present in standard 523 

trials. Furthermore, the fact that the posterior P200 reaches its peak after the response may 524 

indicate that the action was initiated before the evidence accumulation process was 525 

completed (O’Connell & Kelly, 2021) . 526 

To better characterize the differences between FT and ST, we performed an additional 527 

analysis on the two components of the ERPs that differed between the two types of 528 

responses (Figure 4). The amplitude of the anterior P200 wasn’t linked to the categorization 529 

of the stimulus type, as no differences were observed between Go and NoGo trials. 530 

However, subjects with a more pronounced component were more capable of exercising 531 

cognitive control and consequently made fewer commission errors. These results confirm 532 

that activation of the midfrontal cortex is crucial for applying proper cognitive control over 533 

actions (Cavanagh & Frank, 2014; Forstmann et al., 2010; Simmonds et al., 2008). On the 534 

other hand, the posterior P200 differed based on the type of trial. Specifically, the amplitude 535 

is greater when an action needs to be executed, while lower in the opposite case. The fact 536 

that in commission errors, the amplitude is a midpoint between Go and NoGo confirms that 537 

this component is linked to an evidence accumulation process. In this case, the same 538 

confidence as a Go trial was not achieved, but the accumulated evidence was sufficient to 539 

trigger the response. In addition, the positive correlation of the amplitude with the percentage 540 

of commission errors may indicate that a stronger posterior P200 is related to the presence 541 

of a bigger bias on the Go response. Overall, these findings indicate that fast trials may 542 

result from subjects’ minor tendency to complete the steps of the decision-making process 543 
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preceding the response. In such instances, incoming sensory stimuli would trigger an 544 

automatic behavioral reaction, which may lead to errors if the stimulus is one required to 545 

withhold the response.  546 

It is important to note that previous investigations found cognitive fatigue to be associated 547 

with a decrease in P300 and ERN amplitude (Boksem et al., 2006; Kato et al., 2009; Lorist 548 

et al., 2005; Möckel et al., 2015). These results have been suggested to reflect a reduced 549 

ability of the fatigued brain to allocate cognitive resources to the task and a compromised 550 

error-monitoring function (Kato et al., 2009).  551 

In our present investigation, we observed a decrease in the amplitude of P300 for hits and 552 

commission error trials in the LCD session, and both N200 and P300 during correct 553 

withholds in the HCD session. However, for none of the observed components, a difference 554 

in effect between the sessions was found. Therefore, our results indicate that ERP changes 555 

commonly observed in states of cognitive fatigue may not reflect functional alterations 556 

responsible for behavioral instability and commission errors. Instead, ERP changes may 557 

reflect more general variations induced by time-on-task potentially associated with global 558 

changes in alertness or motivation. 559 

Limitations 560 

Analyses exploring the neural correlates of wrong (commission errors) and correct (correct 561 

withhold) NoGo trials were based on a relatively small number of trials. Indeed, the adopted 562 

task is based on the necessity to suppress a prepotent, automatic response induced by the 563 

rhythmic presentation of multiple Go trials. Therefore, the number of Go and NoGo trials 564 

was not balanced. However, we modulated task difficulty so that all participants had, at 565 

baseline, an error rate close to 50%. This allowed us to minimize the risk of possible ceiling 566 
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or flooring effects and thus obtain trials corresponding to the different outcomes of interest 567 

in all participants. 568 

While behavioral results point towards an opposite effect of the two used experimental 569 

conditions, we failed to detect distinctive changes specifically induced by extended practice 570 

with tasks not requiring exertion of impulse control. Indeed, while we observed tendencies 571 

towards an increased number of misses in the LCD condition, such differences did not reach 572 

significance relative to the HCD condition. This suggests that our statistical power could 573 

have been insufficient to appropriately detect and characterize these changes.  574 

A higher number of participants or task trials could have been necessary to accurately 575 

identify behavioral changes in the LCD condition and their possible association with specific 576 

EEG signatures. 577 

Conclusions 578 

Our results indicate that common EEG changes associated with task-dependent cognitive 579 

fatigue, such as the decreases in P300 and N200 ERP components, may not have a direct 580 

relationship with behavioral performance changes. Instead, we showed that the increase in 581 

commission errors and decreased reaction time followed by extended practice with tasks 582 

requiring impulse control are associated with the emergence of fast, automatic responses 583 

with distinct electrophysiological features. Specifically, such automatic responses are 584 

associated with ERPs characterized by a lack of recruiting frontal brain areas crucial for 585 

accurate response control and an incomplete categorization of the stimulus. We thus 586 

propose that fluctuations in the activation of task-related areas may underlie use-dependent 587 

behavioral alterations and contribute to the observed behavioral instability. Overall, our 588 

findings indicate that transient changes in neural activity may have a more important role 589 
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than ‘stable’ modulation in neural processing in shaping cognitive performance during 590 

extended task practice.  591 

 592 
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Legends 756 

Figure 1. Experimental design. Participants completed two experimental sessions, one requiring the 757 

completion of two task blocks involving either cognitively demanding tasks (HCD) or a modified version of the 758 

same tasks requiring no minimal cognitive effort (LCD). A Go/NoGo task was completed at baseline (BL) and 759 

after each task block (T1, T2). 760 

 761 

Table 1: Self-reported condition following High Cognitive Demand (HCD) and Low Cognitive Demand (LCD) 762 

sessions. The second and third columns show the variation (mean±std) relative to the baseline of the Likert 763 

scales for alertness, sleepiness, effort, mood, and motivation after the two types of session. In the fourth 764 

column is reported the differences between post-HCD and post-LCD variations (mean±std). Each column 765 

reports effect size, statistic, number of non-zero differences, and p-values of Wilcoxon test post-Bonferroni 766 

correction. 767 

 768 

Figure 2. Performance in Go/NoGo tasks following High Cognitive Demand (HCD) and Low Cognitive Demand 769 

(LCD) sessions. (A) Relative changes in the percentage of commission errors between Go/NoGo blocks 770 

performed before (baseline; BL) and after (POST) practice with HCD (yellow) or LCD (blue) tasks (mean ± 771 

SEM). Here and in panels (B, C, G, H) yellow (blue) triangles indicate significant differences between POST 772 

and BL (p<0.05, Wilcoxon test) for HCD (LCD), and dashed boxes indicate significant differences between 773 

HCD and LCD. (B) Same as (A) for the relative variation in the percentage of hits (%HIT). (C) Same as (A) for 774 

the relative variation in reaction time in hits (RT). (D) Distribution of RTs for a representative subject (BL in 775 

black and POST in orange) during the HCD session. (E) RT distribution for all subjects in HCD sessions. The 776 

magenta and green areas indicate the positive (Fast Trial area, FT) and negative (Standard Trial area, ST) 777 

differences between the two distributions (POST-BL), respectively. (F) same as (E) for LCD.  (G) Same as (A) 778 

for the percentage of fast trials. (H) Correlation between relative changes in the percentage of fast trials and 779 

relative changes in the percentage of commission errors (POST-BL; HCD = yellow, LCD = blue). (I) Relative 780 

change in the probability of occurrence of an FT between baseline and post-HCD/LCD after Go or NoGo trials. 781 

See Extended Data Figure 2-1 for the overall difference between post-Go and post-NoGo FT occurrence 782 

probability. 783 
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 784 

Figure 3. Event-related potentials (ERPs) in cortical activity associated with standard trials (ST) and fast trials 785 

(FT). (A) Response-locked ERPs in the anterior ROI for FTs and STs for correct Go trials. The blue area 786 

indicates the time interval in which a significant difference between FTs and STs was observed (p<0.05, FDR 787 

correction, Wilcoxon test). The green and magenta vertical bands show the interquartile range of stimulus 788 

onset for STs and FTs, respectively. (B) Same as (A) but for the posterior ROI.  (C) Electrode montage. 789 

Electrodes belonging to the anterior and posterior regions of interest (ROIs) are colored in red (see Methods 790 

and Extended Data Figure 3-1). (D) Same as (A) but for stimulus-locked ERPs. In this case, the green and 791 

magenta vertical band indicates the interquartile range of reaction time for STs and FTs, respectively. (E) 792 

Same as (D) but for the posterior ROI. Extended Data Figures 3-2, 3-3, 3-4, 3-5 show the difference in ERPs 793 

for FTs between sessions respectively in the ROIs and epochs for (A), (B), (D) and (E). (F) Topographic 794 

distribution of beta power (13-30Hz) for STs (left) and FTs (right) pre-stimulus epochs (-300,0) ms. (G) 795 

Topographic difference between ST and FTs for the beta band. Black dots represent the electrodes for which 796 

a significant difference has been found (p<0.05 FDR correction; Wilcoxon Test). Extended Data Figure 3-6 797 

shows the same analyses displayed in (F) and (G) for the theta and alpha bands. See Extended Figure 3-7 for 798 

the topographic distribution difference between FTs and STs in the response-locked epochs for theta, alpha 799 

and beta power bands. 800 

 801 

Figure 4. Anterior and posterior P200 in STs role in action selection and cognitive control. (A, D) Stimulus-802 

locked ERPs of hits (HIT, blue), correct withholds (CW, red), and commission errors (CE, black) in STs, as 803 

calculated from all sessions and conditions in the anterior (A) and posterior (D) ROI. The black horizontal line 804 

above the anterior and posterior P200 indicates the area where peaks were searched for (ns: p>0.05, ****: 805 

p<0.0001; Friedman Test). (B, E) Areas under the curve (AUC) divided by trial type in the anterior (B) and 806 

posterior (E) ROI (ns: p>0.05, *: p<0.05, **: p<0.01, ***: p<0.001; Nemenyi Test). (C) Correlation between the 807 

percentage of commission errors and anterior P200 AUC, as calculated using all trial types in the anterior ROI. 808 

(F) Same as (C) but for the posterior ROI.  809 

 810 

Figure 5. Stimulus-locked ERPs during HIT, CW, and CE trials following High Cognitive Demand (HCD) and 811 

Low Cognitive Demand (LCD) sessions. (A-C) Electrode montage. Electrodes in red were used to compute 812 
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the ERPs displayed below in each topographic plot. (A), for hit trials, (B) correct withholds (CW), and (C) 813 

commission errors (CE). (D-E, G-H) Average stimulus-locked ERPs for hits (D, G) and CW (E, H) at baseline 814 

and after HCD (D, E) or LCD (G, H) tasks. (F, I) Average response-locked ERPs for commission errors at 815 

baseline and post HCD (F) or LCD (I) tasks. The black horizontal line above (P300) or below (N200, ERN) 816 

the ERP components indicates the area where peaks were searched for (ns: p<0.05, *: p<0.05, **: p<0.01; 817 

Wilcoxon test). (L) Comparison between post-HCD (yellow) and post-LCD (blue) variations from baseline for 818 

the P300 AUC in hit trials. (M) Same as (L) for CW trials and both N200 and P300 components. (N) same as 819 

(L) for CE trials and both ERN and P300 components. (ns: p>0.05, *: p<0.05; Wilcoxon test). 820 

 821 

  822 
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 ΔHCD ΔLCD ΔHCD vs ΔLCD 

Alertness 
1.48±1.52  

(RBC=-0.81, W=29.5, n=25, p=0.0005*) 

-1.82±1.24 (RBC=-1, 

W=0, n=23, p=0.0001*) 

0.34±1.40 (RBC=0.24, 

W=71.5, n=19, p>0.1 

Sleepiness 
1.50±1.46  

(RBC=0.89, W=16, n=24, p=0.0005*) 

1.96±1.50  

(RBC=0.94, W=9, n=24, 

p=0.0003*) 

-0.46±1.14  

(RBC=-0.44, W=83, n=24, 

p>0.1) 

Effort 
2.76±1.80  

(RBC=0.98, W=2.5, n=24, p=0.0001*) 

2.38±1.88  

(RBC=0.98, W=2, n=24, 

p=0.0001*) 

0.38±2.07  

(RBC=0.39, W=83.5, 

n=23, p>0.1) 

Mood 
-0.36±0.68  

(RBC=-0.71, W=15, n=14, p=0.075) 

-0.66±0.70 (RBC=-0.89, 

W=8, n=17, p=0.005*) 

0.30±0.62  

(RBC=0.62, W=25.5, 

n=16, p>0.1) 

Motivation 
-0.52±0.80  

(RBC=-0.84, W=8, n=14, p=0.02*) 

-0.64±0.67  

(RBC=-0.94, W=5, n=18, 

p=0.0015*) 

0.12±1.82  

(RBC=0.16, W=44, n=16, 

p>0.1) 

 823 

 824 
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