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Abstract

Porous materials are typically heterogeneous and they contain large variations of
micro-/nano-pore structures, causing complicated behaviors. In continuum mod-
els, most mechanical properties of porous materials are estimated based on poros-
ity, while the variations of micro/nano structures are ignored. That could be prob-
lematic as the microscopic heterogeneity may affect the mechanical response of
porous materials. Thus, understanding micro/nano heterogeneity impact has been
the focus in many scientific and engineering subjects. In the present study, we in-
vestigated the effect of nanopore structure (including pore shape and orientation)
as well as porosity on mechanical properties of amorphous silica (a-SiO2). The
pore sizes in our simulations are comparable to the corresponding ones observed
in a-SiO2 based materials. We found that the existing of nanopores strongly in-
fluences Young’s modulus (E) and critical energy release rate (GIC). These prop-
erties decrease with increasing porosity. Importantly, the impact of nanopores
was characterized by structural parameters of porous materials. In addition to
dependency on porosity, Young’s modulus also was found to vary as a function
of potential energy per atom, which highly depends on nanopore shape. Further-
more, critical energy release rate was found to increase with increasing ligament
length (also known as pore wall thickness). The results highlighted the importance
of nanopore structures, which must be taken into account when studying fracture
mechanisms in porous materials. Based on our findings, it was proposed that
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mechanical properties of porous materials can be controlled by nano-engineering
pore structures.

Highlights

• ReaxFF molecular dynamics were used to study mechanical properties of
amorphous silica.

• Effect of porosity, pore shape and orientation was systematically investi-
gated.

• Impact of nanopore structures were universally characterized.

• Mechanical properties can be controlled by nano-engineering pore struc-
ture.

Keywords: Porous Media, Nanopore structure, Molecular Dynamics, Fracture
properties, Mechanical Properties

1. Introduction1

Porous media and porous materials containing pores or voids are surround-2

ing the world around us in various forms [1]. For instance, natural porous ma-3

terials are found in various geological and biological materials [2, 3]. Because4

of superior mechanical and thermal behaviors of natural porous materials, many5

man-made materials are also cast as porous materials [4] and are applied in all6

engineering and scientific fields (e.g., civil, mechanical, chemical engineering,7

etc.) [5, 6, 7, 8, 9]. However, the presence of pores complicates the behavior8

of porous materials, as the underlying pore structures (e.g. porosity, pore shape,9

pore size, and pore distribution) fundamentally affect the material’s overall per-10

formance [10, 11]. These effects tend to be even more complex for multiphysics11

scenarios. Thus, understanding pore structures has been the focus in many science12

and engineering subjects [12, 13].13

14

In the past several decades, a large number of research, particularly theoreti-15

cal studies, have characterized and quantified properties and behaviors of various16

porous materials by considering their pore structures [14, 15]. Among these the-17

oretical works, porosity, defined as the void-to-total volume fraction, is usually18

used as a principal quantity to connect pore structure and continuum behavior of19
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these porous materials [16]. Mechanical properties in some porous materials can20

be predicted based on pore structures and skeleton properties. From this perspec-21

tive, a set of corresponding experimental and numerical research has illustrated22

that mechanical properties are closely related to porosity of porous media, partic-23

ularly the overall stiffness [17, 18, 19, 20]. However, by just considering porosity,24

the variation of pore shape, pore size, and pore distribution will be ignored. One of25

the reasons for only considering porosity is that quantifying the micropore struc-26

ture at continuum level is a challenging task.27

28

In general, most porous materials are heterogeneous by nature. By using ad-29

vanced imagining techniques, including neutron and X-ray scattering and X-ray30

or electron imaging, it has been determined that many porous materials exhibit a31

pore size distribution over many orders of magnitude, from 10−3 to 104 µm [12].32

Several studies demonstrated that macroscopic properties are influenced by micro-33

/nano-pore structure [21, 22]. They showed that for the same porosity, micro pore34

orientation and shape highly influence the mechanical performance of materials.35

It was found that the strength of porous Ti35Nb4Sn alloy increases with higher36

aspect ratios of pore geometry [17]. Such ratios are very challenging to obtain37

as advanced imagining techniques with high resolution (e.g. 3D volumetric re-38

construction) are required. Moreover, under a given porosity, Young’s modulus,39

tensile strength, and hardness of nanoporous gold significantly change with the40

variation in the average ligament thickness (thickness of the pore walls) [18, 19].41

Due to the complex topology of pore structures, and nonuniform statistical distri-42

butions of ligament sizes and interfaces, it is challenging to determine an accurate43

average ligament thickness. This challenge has led to inconsistency in defining44

the relationship between Young’s modulus and ligament size of nanoporous gold45

as reported in the literature [20]. From the literature review given above, it is evi-46

dent that there is a need to investigate the impact of micro-/nano-pore structure on47

the behavior of porous materials.48

49

Due to the intrinsic microscale challenges, applying conventional continuum50

theory or experimental approach in this study may be cumbersome. Fortunately,51

new numerical methods (e.g. multi scale homogenization method [23]) provide a52

valuable opportunity to look into these problems. Recent studies also illustrate the53

significant advantage of numerical approaches in studying heterogeneous porous54

media [24, 25]. For example, numerical homogenization techniques can suc-55

cessfully extract homogenized material properties (e.g. stiffness, permeability) to56

characterize heterogeneous porous media. Recently, a two-scale homogenization-57
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based scheme was developed to examine the effect of micro-heterogeneity on58

fracture behavior in heterogeneous porous materials [26]. The results in that pa-59

per demonstrated that micropore shape not only affects fracture strength but also60

fracture propagation patterns. However, this numerical scheme is limited to evalu-61

ate homogenized stiffness based on the heterogeneous micros pore structure with62

periodic heterogeneity as required by the two-scale homogenization techniques63

[27, 28]. The complex material properties, such as energy release rate, still cannot64

be extracted from two-scale homogenization. Other studies have intergrated sta-65

tistical tools with a numerical approach to model complex porous behaviors [26];66

however, such studies do not account for heterogeneity in pore structure.67

68

To address the limitations of the current studies, atomic-level simulation, such69

as molecular dynamics (MD), might be beneficial in deriving material proper-70

ties in heterogeneous porous materials as they provide opportunities to examine71

complex material properties with intricate heterogeneity. Subsequently, one can72

implement the mechanical properties derived from atomic simulation to contin-73

uum level to establish a robust numerical model. For example, a combined MD74

and phase-field method has been published in a few recent articles [29, 30, 31]. It75

is noteworthy that the pivotal step in this approach is the quantification of the ma-76

terial properties based on atomic simulations. Thus, examining the pore structure77

impact offered through this study can significantly assist numerical modeling of78

porous media across scales.79

80

In MD simulations, the atoms and the distance between them are governed by81

fundamental theories of chemistry. As a result, MD simulations provide a higher82

temporal and spatial resolution compared to continuum approaches, and is eligi-83

ble to model a set of complex material properties and phenomena [32, 33, 34, 35].84

There have been great efforts in understanding mechanical properties at the atomic85

level as summarized in a few review articles [36, 37, 38]. Currently, among pub-86

lished MD articles, crack propagation has been received the highest attention,87

while the role of nanopore structures has not been fully addressed yet. For in-88

stance, Priezjev et al. [39] studied porous glasses under steady shear. However,89

as the pore structures are formed randomly via a thermal quench process, the de-90

pendency of pore shape and orientation on mechanical properties has not been91

addressed. Winter et al. [40] investigated the effect of pore structure on the me-92

chanical properties of nanoporous silicon. They found that the material stiffness93

strongly depends on porosity. They also studied the effect of porosity under var-94

ious pore shapes and orientations. In another report, deformation behavior of95
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nanoporous Cu64Zr36 glass was examined under the influence of pore density,96

distribution, and size, where only circular pore shape was considered. In thoses97

published articles [40, 41], a quantification of the impact of pore structure remains98

unknown.99

100

In this study, we investigate the effect of nanopore structures (including pore101

shape and pore orientation) on the mechanical properties of amorphous silica (a-102

SiO2) using MD simulations. Porous a-SiO2 is chosen as it has been considered103

a fascinating material for many technological applications due to its porous and104

morphological characteristics [42, 43]. Even though there have been several MD105

studies on the mechanical properties of a-SiO2 investigating the effects of sur-106

face cracks [44, 45, 46], loading conditions [47], loading rate [48], and solid-fluid107

interactions [49, 50, 51], the role of nanopores on such properties has not been108

explored in these studies.109

110

The remaining part of the paper is organized as follows. In section 2, we pro-111

vide details about the numerical approach, including details on MD simulations,112

cases studied and theoretical background of mechanical properties. In section113

3, results and discussion will be presented, followed by section 4 containing the114

conclusions and closing remarks.115

2. Numerical approach116

2.1. Molecular model117

In this study, the ReaxFF force-field was adopted for modeling a-SiO2 [52,118

53]. ReaxFF is a reactive bond-order based force field and is usually derived by119

fitting against a training set containing both quantum mechanical and experimental120

data. ReaxFF has been shown to better reproduce the mechanical properties of a-121

SiO2 compared to two and three body force-fields [48, 54]. In general, ReaxFF122

contains ten energy terms:123

Etotal = Ebond +Eover +Eunder +Elp +Eval

+Epen +Etors +Econj +EvdW +Ecoul.
(1)

Ebond describes the energy of single, double and triple bonds. Eover and Eunder124

represents the energy terms due to complex interactions that cause a specific atom125

type to have over and under coordination with other atom types, respectively. Elp126
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accounts for modeling the lone electron pairs. Eval is related to the valence angle.127

Epen considers a penalty coming from cumulative double bonds in a particular va-128

lency angle. Etors describes all different torsional configurations. Econj represents129

the conjugated double bonds effect. EvdW considers non-bonded interactions and130

Ecoul is the energy contribution due to electrostatic interactions.131

2.2. Simulation setup132

Fig. 1(a) shows a snapshot of a MD simulation of uniaxial tensile loading of133

a-SiO2. To simplify the analysis, the plane stress conditions are used in the x-y134

plane and periodic boundary conditions are applied in all directions. The dimen-135

sions of the a-SiO2 sample in three directions are Lx = 29.41 nm, Ly = 29.41 nm,136

and Lz = 1.51 nm, which are chosen so that the accuracy and computational cost137

are equally achieved [47]. The sample was made by replicating a smaller model138

of dimensions 4.91 × 4.91 × 1.51 nm3 by 6× 6× 1 in all three directions. This139

small a-SiO2 model was created through a melt-and-quench process starting from140

a β -cristobalite structure. Details about this process, as well as a verification of141

the amorphous structure were presented in our recent study [47].142

143

Figure 1: (a) A snapshot of a MD simulation of uniaxial tensile loading on amorphous silica with
a circular pore. Dimensions of the silica model are also included. (b-f) Various pore structures
that are investigated in this study, including (b) A circular pore with a diameter dc, (c) A square
pore with a side length ds, (d) A square pore with a side length ds rotated at 45 degrees, (e) An
equilateral up-triangular pore with a side length dt, (f) An equilateral right-triangular pore with a
side length dt. The bold letters denote the abbreviation for each pore structure.

In this study, we are interested in nanometer scale pore structures as they have144

been observed in nanoporous a-SiO2. Fig. 2 shows the SEM and TEM images of145
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colloidal SiO2 and Santa Barbara Amorphous-16 (SBA-16), which are among the146

most popular a-SiO2 based materials. Colloidal SiO2 based materials are usually147

used to prepare photonic and magnetic materials, porous polymer membranes, etc.148

[55]. SBA-family based materials are mostly known for their textural properties149

and are widely studied for catalysis, energy materials, and drug delivery [56]. In150

these porous materials, the pore sizes were measured approximately from 2 to 5151

nm.152

153

Figure 2: SEM and TEM images of several silica based materials1. From left to right, they are
mesoporous colloidal SiO2 MCM-41 (from SEM), mesoporous colloidal SiO2 (from TEM), and
SBA-16 (from TEM).

Inspired by the internal pore structure of silica based materials, in our simula-154

tions, we looked at the pore sized ranging from 4.43 to 9.43 nm. Furthermore, the155

pores are located at the center of the sample. Three pore shapes including circle,156

square and equilateral triangle2 are studied. The square and triangle shapes are157

also rotated to investigate the effect of pore orientation. In total, five pore struc-158

tures are investigated in this study as shown in Figs. 1(b-f). Therein, “C”, “S”,159

and “T” describe the circle, square, and triangle shapes, respectively, while the160

subscript numbers describe the rotational angle. The diameter of the circle pore is161

dc, and the the side length of the square and triangle pores are ds, and dt, respec-162

tively. To avoid the simulation artifact due to the boundary, the distance from the163

pore edge to the sample’s edge is much larger than the ReaxFF cut-off distance.164

1These SEM and TEM images have been prepared by Dr. Viktoriya Semeykina (Postdoctoral
Researcher), Mikaila Hunt (Ph.D. student), Kunani Tittle and Lauren Tervet (undergraduate stu-
dents) from Prof. Zharov’s Lab at the University of Utah under the framework of EFRC-MUSE
project.

2For convenience, from now, we refer equilateral triangle as triangle.
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Therefore, the pore spacing in our simulations might be larger compared to exper-165

imental measurements. However, the focus of the present work is on the nanopore166

structures on mechanical properties of a-SiO2 rather than the pore spacing effect.167

Three porosity values (φ ) are considered: 2.27, 3.27, and 4.45%. Table 1 shows168

the dimensions of the pore structures at various porosity. Moreover, the number169

of atoms in our simulations varies from 82,560 to 86,400 atoms, which is high170

compared to recent ReaxFF MD studies on a-SiO2 [44, 45, 48, 49, 50, 51]. Such171

high number increases computational cost, but guarantees better averaging.172

173

Table 1: Dimensions of nanopore structures used in this study.

Porosity φ (%) dc (nm) ds (nm) dt (nm)
2.27 5.00 4.43 6.73
3.27 6.00 5.32 8.08
4.45 7.00 6.20 9.43

To perform the uniaxial tensile loading, the simulation box of a-SiO2 is sub-174

jected to a constant displacement rate along the x-direction at each time step.175

All atoms are forced to deform via an affine transformation that exactly matches176

the box deformation. It should be noted that only positions are altered due to177

remapping but the velocities of these atoms remained unchanged. The engineer-178

ing strain-rate, εxx, was set to 8× 109 s−1, which is in the region where Young’s179

modulus is independent from the strain rate [48]. Temperature of 300 K and pres-180

sure of 1 atm are maintained throughout the simulation using the NPT (constant181

number of atoms, pressure, and temperature) ensemble. Before deformation, the182

system was equilibrated for 100 ps. All the simulations were carried out using183

LAMMPS [57]. Chenoweth et al. suggested that a time step smaller than 0.5 fs is184

sufficient for the charges and bond order to change at every time step [58]. In this185

study, the time step was set to 0.25 fs, which has been used in previous studies on186

fracture dynamics of a-SiO2 [51, 45, 49, 46, 44].187

2.3. Theoretical background188

In this paper, we attempt to quantify the effect of pore structures on Young’s189

modulus E and critical energy release rate GIC (the subscript “I” denotes frac-190

ture mode I). These mechanical properties are fundamental and are the most used191

properties in determining the range of usefulness, characterizing mechanical per-192

formance, and establishing the service life of materials in the elastic region and193

8



beyond. In addition, GIC has been usually used as the threshold value where the194

initiated crack starts to propagate in continuum fracture modeling [26, 59, 60, 61].195

196

Young’s modulus is determined as the slope of the global stress-strain curve197

(σxx-εxx) up to 5% strain through linear regression. A similar limit was applied198

in the other papers [47, 48]. Stress components are computed using the classical199

definition as [62]:200

σkl =− 1
V
(mvkvl +Fkl) . (2)

V is the total volume of the system. The first term on the right hand side is the201

kinetic component. m is the atomic mass. vk and vl are the velocity components in202

the k- and l-directions, respectively. Fkl is the virial component, which describes203

the intra and intermolecular interactions.204

205

At the beginning of the deformation process, the mechanical energy of the206

system is zero as the system is free from stress. That energy is stored when the the207

loading increases; however, a crack does not initiate nor propagate due to insuf-208

ficient stress intensity. When the loading is large enough, the stored mechanical209

energy is released during crack propagation. When the sample is completely frac-210

tured, the stored mechanical energy drops to zero as the system is once again free211

from stress. Thus, the critical energy release rate GIC is calculated by integrating212

the stress-strain curve over the whole process as [63]:213

GIC =
LyLz

∆A
Lx

∫
ε f

xx

0
σxxdεxx. (3)

∆A is the total area of the new created surface. ε f
xx is strain at the end of the214

fracture. Surface area was calculated through construction of a surface mesh using215

OVITO software [64]. A spherical probe molecule with a radius of 4.5 Å and a216

smoothing level of 10 were used. It should be noted that similar parameters have217

been applied in previous study [49].218

3. Results and Discussion219

Fig. 3 shows the uniaxial stress-strain responses that were obtained from all220

simulations. In each sub-figure, we compare the data of the sample without pore221

and with various pore structures. Figs. 3(a-c) show the results at different porosity222

values of 2.27, 3.27, and 4.45%, respectively. In all cases, stress increases linearly223
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until it reaches its ultimate value (σu
xx). Then, stress decreases with increasing224

strain as crack initiates and propagates. From the stress-strain curves, we are able225

to calculate Young’s modulus (E) and the critical energy release rate (GIC) as dis-226

cussed in the subsection 2.3.227

228

At first glance, one can observe the significant effect of nanopore on the stress-229

strain response. The presence of nanopore reduces the slope of the stress-strain230

curve. This reduction increases with increasing porosity. The results also confirm231

the effect of nanopore structure (e.g. pore shape and orientation) under a given232

porosity. Detailed results and discussion are presented in the following subsec-233

tions.234

235

3.1. Effect of nanopore structure on Young’s modulus236

3.1.1. Young’s modulus and porosity237

Fig. 4 shows Young’s modulus as a function of porosity. Each data point238

is an average of five values derived from five porous sample associated with a239

corresponding porosity. As expected, Young’s modulus decreases with an increase240

in porosity. Young’s modulus of the sample without any pore is 72.83 GPa, which241

shows an excellent agreement with experimental results [65, 66]. Based on the242

data obtained from our MD simulations, we found that Young’s modulus of porous243

a-SiO2 decreases exponentially with an increase in porosity. This exponential244

trend has also been observed in other porous materials [67, 68]. However, the245

effect of nanopores under the same porosity remains unknown. To address this, we246

quantify the effect of pore structure on Young’s modulus using potential energy.247

3.1.2. Impact of pore morphology on Young’s modulus248

a-SiO2 is mainly classified as a brittle material and, thus exhibits Hookean249

behavior. For such a material, elastic energy is stored when the object undergoes250

deformation, and is released when the force is removed and the object returns to251

original shape. This elastic energy is a form of potential energy, as it is stored in252

the bonds between atoms in an object when it is temporarily under stress. Thus,253

we hypothesize that potential energy per atom (PE/atom) can be used to quantify254

the effect of pore structure on Young’s modulus. Fig. 5 presents the variation of255

Young’s modulus with the average PE/atom, which was calculated when the sys-256

tem was deformed at 5% strain.257

258

10



Figure 3: Stress-strain curves obtained from all simulations at various porosity values: (a) φ =
2.27%, (b) φ = 3.27%, and (c) φ = 4.45%. For each porosity, five different nanopore structures
were studied. In each sub-figure, the data for the case without any pore was also presented.
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Figure 4: Dependence of porosity φ on Young’s modulus E. The error bars reflect the average of
the samples with different pore structures but with the same porosity. The dashed line reflects the
fitting curve.

Figure 5: Young’s modulus E as a function of average PE/atom which was calculated when the
system was deformed at 5% strain. The legends describe the color coding for pore structure and
porosity. The dashed lines are the polynomial fitting to the data.

The results in Fig. 5 clearly demonstrated the dependence of Young’s modulus259

on pore structure and porosity. In addition to highlighting the Young’s modulus260

dependency on porosity, Fig. 5 also highlights Young’s modulus increases with261

a reduction in the amount of PE/atom. Notes that potential energy is a negative262

value, thus a smaller value implies a stronger attractive energy. In another word,263

as one expected, this result indicates that an increase in intermolecular interaction264

energy improves Young’s modulus as an indication of enhanced stiffness.265

266
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The variation of PE/atom with pore structures highlights the influence of the267

scale effect. The presence of nanopore induces a free surface where surface atoms268

have fewer interatomic bonds compared to bulk. The lack of these interactions269

influences the bond length and binding energy of surface atoms, leading to dif-270

ferent behavior from the atom in bulk. Even though the porosity values are quite271

low in this study (less than 4.5%), due to a large surface-to-volume ratio at the272

nanoscale, surface atoms have a significant impact on the mechanical properties273

of the material.274

275

Fig. 6 illustrates the potential energy distribution around the nanopores for276

cases with 2.27% porosity at the equilibrium stage. Similar distributions were277

also found in cases with higher porosity. The potential energy distribution was278

shown in a blue-green-red color scale, where red denotes the atoms with a higher279

energy (a weaker binding energy) and blue indicates the opposite. One can ob-280

serve a distinguish region around the pore due to the free surface effect.281

282

Figure 6: Potential energy distribution around the nanopore at the equilibrium stage (0% strain).
The visualizations shown here are from the cases with a porosity of 2.27%. From left to right, the
data was obtained for C, S0, S45, T0, and T90 samples.

The results show more red atoms around the triangular pore than the square283

and circular ones. This observation was also confirmed by the data in Fig. 5 where284

circular pore case has a smaller PE/atom (stronger interaction energy) than square285

and triangular pore cases. This is due to a broader distribution of potential energy286

in the circular pore case, which leads to a reduction of the surface tension. A287

wider distribution of potential energy enables more efficient bond creation, lead-288

ing to an increase in the coordination number. Whereas, the presence of the atoms289

in the edges, facet, steps, and corners leads to an odd distribution of the coordi-290

nation number that coexists among them. The bonds cannot rearrange to a lower291

energy configuration because of the gap in the distribution in the coordination292
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number. Also, the triangular pore shape with three corners has higher potential293

energy with respect to the square shape with four corners. This is because of each294

edge of the triangle shape carries more potential energy to distribute along the295

total surface.296

297

From the obtained results and the investigation of the nanopore structures in298

this study, we can infer that pore shape has a strong effect on Young’s modulus. A299

circular pore leads to the highest Young’s modulus, followed by the square pore300

and the triangular pore with the lowest. However, it seems that pore orientation301

has a less significant impact on Young’s modulus.302

303

Fig. 5 shows inconsistent variation between Young’s modulus and pore ori-304

entation for all porosity values. For example, considering the triangular pore305

cases at 2.27 and 4.45% porosity, Young modulus of the T90 sample is larger306

than the corresponding one of the T0 sample. However, that trend does not hold307

for 3.27% porosity. This can be explained by the aspect ratio (ra) of the pore ge-308

ometry. Torres-Sanchez et al. [17] observed the dependence of stiffness of porous309

Ti35Nb4Sn on aspect ratio of pore ranging from 0 to 40. However, in this study,310

for both the S0 and S45 samples, the aspect ration remains the same (ra = 1). For311

the T0 and T90 samples, this ratio changes a bit, from 1.15 to 0.87, respectively.312

This change is considered relatively small. Thus, in this study, the aspect ration313

as an indicator of the pore geometry cannot be used to explain the effect of pore314

orientation.315

3.2. Effect of nanopore structure on critical energy release rate316

3.2.1. Energy release rate and porosity317

Following the above subsection examining the effect of pore structure on318

Young’s modulus was discussed, this subsection investigates the role of pore struc-319

ture on critical energy release rate. We first propose a ligament length to quantify320

the pore structural feature as a mean to investigate pore morphology impact on321

energy release rate.322

323

The impact of porosity on GIC is shown in Fig. 7, where each GIC data point324

is an average of five GIC values derived from five porous sample associated with325

corresponding porosity. GIC of the sample without any pore is 18.86 J/m2, which326

is comparable to the other studies [44, 69]. Although our simulation results show327

that GIC drops significantly with the presence of nanopore, it slightly decreases328

14



with an increase in porosity.329

330

Figure 7: Variation of critical energy release rate GIC with porosity φ . The error bars reflect the
average of the samples with different pore structures but the same porosity.

3.2.2. Crack in tensile loading and pore ligament331

Crack pattern is always of interest as it is a signature of a fracture event. Con-332

sidering the scenario in this study as shown in Fig. 1, the crack path is usually333

formed along the central line perpendicular to the loading direction. This phe-334

nomenon has been observed a lot in the literature [51, 70, 63, 71]. Even though335

the existing of voids might alter the propagation path, we expect that the overall336

pattern will not to be affected significantly. To justify that, we will show stress337

distribution and crack pattern in the following.338

339

Brittle materials do not undergo significant plastic deformation. Their failure340

is caused by breaking of the bonds between atoms, which usually requires a ten-341

sile stress along the bond. The bond breakage is aided by the presence of defect342

which induces tensile stress concentration. Additionally, despite the fact that the343

von Mises stress (VMS) originates from the macroscopic distortion energy crite-344

rion, it has been recently applied at nanoscale to explain the material deformation345

as well as crack growth [72, 73, 74], which is directly related to the motion of a346

dislocation. Therefore, we show in Fig. 8(a) and Fig. 8(b) tensile stress (σxx) and347

VMS (σvm) distributions for cases with 2.27% porosity, respectively. It should348

be noted that similar distributions were also found in the cases with higher poros-349

ity. The data in Fig. 8 was obtained at 10% strain and was not normalized by the350
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atomic volume.351

352

Figure 8: (a) Tensile stress σxx and (b) von Mises stress σvm distributions of the samples with
2.27% porosity at 10% strain. From left to right, the data was obtained for C, S0, S45, T0, and T90
samples, respectively. The data has not been normalized by the atomic volume (Va).

In Fig 8, regardless of the pore shape and orientation, high stress concentration353

occurs at the top and bottom of the pore, implying the locations of the crack initi-354

ation. We also observe that the high stress gradient is perpendicular to the loading355

direction (x-direction), while the low stress gradient is along the loading direc-356

tions. According to Eq. 2, stress includes two components, the kinetic and virial357

components. The former one is due to temperature, which is maintained at 300358

K during the deformation. Thus, the kinetic term does not play a significant role359

in the variation of stress. Meanwhile, the virial term is due to molecular forces,360

which is mainly caused by density. A higher density leads to a higher molecular361

forces due to more interactions between atoms. Thus, in order to understand the362

stress distributions in Fig 8, we need to observe the displacement of atoms during363

the tensile deformation.364

365

Fig. 9 show the displacement vectors of all atoms from two points of the sys-366

tem: 0% and 10% strain. These results are based on porosity value of 2.27%. Sim-367

ilar vector contours were also observed in the other samples with higher porosity.368

It should be noted that the displacement vectors in Fig. 9 contain only the internal369

(non-affine) displacements of the particles. Meanwhile, the contributions to the370

particle displacements that stem from the macroscopic deformation of the simula-371

tion cell were filtered out. The results agree with the stress distributions shown in372
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Fig. 8. Particularly, majority of the displacement happens around the nanopores.373

Therein, the atoms tend to displace and concentrate at the top and bottom of the374

pore, leading to high stress concentration. Meanwhile, on both sides of the pore375

in the loading direction (i.e. x-direction), the atoms tend to move away from the376

pore edge, causing low density and thus low stress.377

378

Figure 9: Displacement vectors of atoms from two points of the systems of 2.27% porosity: 0%
and 10% strain. The result for all atoms were shown in the top row, while a close-up view of
the pores are shown in the bottom. For a better view, only a thin layer of 0.4 nm thickness in
the z-direction was shown. From left to right, the data was obtained for C, S0, S45, T0, and T90
samples.

The stress distribution (in Fig. 8) and displacement vectors (in Fig. 9) suggest379

that the crack will initiate and propagate along the central line in the y-direction,380

which is consistent with fracture pattern in macro scale as discussed above. To381

confirm this, Fig. 10 shows the crack pattern associated with all of our cases at382

2.27% porosity. The green surface represents the isolated surface including both383

pore and fractured surfaces. Ignoring the subtle variations, the crack patterns are384

similar regardless of the pore structure. Similar results were observed in the other385

cases with higher porosity.386

387

Eq. 3 suggests that fractured surface is a critical factor determining the surface388

energy that dissipates during fracture propagation. In particular, energy release389

rate is the integral of strain energy along the fracture surface from εxx = 0 to390

εxx = ε f
xx. Assuming that the variation in the thickness of the samples (in the391

z-direction) is negligible, the fracture path from the pore edge to sample edge is392
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Figure 10: Fracture pattern of the samples with a porosity of 2.27%. The gray surface denotes
the periodic surface, while the green surface represents the isolated surface. From left to right, the
data was obtained from the C, S0, S45, T0, and T90 samples.

closely related to GIC. One can conclude that a longer path may lead to a larger393

fracture strain (ε f
xx) and, thus, a higher fracture energy release. It is noteworthy394

that different pore structures (e.g., shape, orientation, etc.) lead to different frac-395

ture path length. Thus, to distinguish the fracture path lengths, ligament length can396

be used to quantify the pore structure effect on the energy release rate. Ligament397

length is defined as the shortest distance from the pore edge to the sample edge,398

which is usually referred as an average pore wall thickness by experimentalists399

[75, 76]. Fig. 11 illustrates the ligament length (Llig) for our selective nanopore400

structures.401

Figure 11: Definition of the ligament length Llig with various pore structure with the loading
condition applied in this study.

3.2.3. Impact of pore morphology on energy release rate402

Fig. 12 shows how the critical energy release rate varies as a function of liga-403

ment length in different cases. The results confirm our hypothesis that an increase404

in ligament length would increase the energy release rate.405

406

As discussed above, the integral in Eq. 3, which is the area of the region407

bounded by the stress-strain curve, solely determines the critical energy release408
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Figure 12: Variation of critical energy release rate GIC with ligament length Llig at various porosity.

rate. As shown in Fig. 3, for a given porosity, the dependence of the slope of409

the stress-strain curves on nanopore structure is relatively small. As a result, the410

energy release rate is significantly affected by the fracture strain (ε f
xx) in a propor-411

tional fashion. Fig. 13 shows the dependence of fracture strain on ligament length,412

which follows the similar trend as energy release rate (as shown in Fig. 12). The413

results confirmed that the critical energy release rate is proportional to the fracture414

strain. Furthermore, such dependencies indicate that ligament length is a viable415

parameter in characterizing the effect of pore structure on fracture properties in416

porous media.417

418

Figure 13: Variation of fracture strain ε f
xx with ligament length Llig at various porosity.
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3.3. Applications and scale-up419

From the results given above, we believe that with further investigation, we420

can quantify fracture mechanism of more complex single-pore structures in terms421

of ligament thickness.422

423

The results in our study suggested that the critical energy release rate can424

be manipulated. In general, an increase in porosity reduces the energy release425

rate. However, this trend is impacted the underlying pore structures. As shown426

in Figs. 12 and 13, the energy release rate can be maintained or even increased427

with an increase in porosity if ligament length is unchanged or reduced, respec-428

tively. With recent development in nano-technologies, controlling ligament length429

of porous materials is possible [19, 77, 78, 79, 80]. It allows to manufacture430

porous materials with controllable pore morphology for desirable macroscopic431

performances.432

433

Moreover, the results in the present work are applicable to cases with different434

pore sizes but similar porosity values. As one could expect, for the same of similar435

porosity values, both Young’s modulus and critical energy release rate should be436

smaller when the pore size is smaller. These expectations have been confirmed437

through a simulation with a smaller circular pore (3.33 nm). In this case, porosity438

of 2.27% remained the same as the original circular case with pore size of 5.00439

nm. Details of these two cases are presented in Table 2. The results indicate440

that the relationship between PE/atom and Young’s modulus, as well as ligament441

length and critical energy release rate can be generalized to other cases beyond442

what has been presented in this work. However, further systematic studies are443

necessary when the pore shape and orientations are varied [40].444

Table 2: Comparison between two cases with the same pore shapes and porosity but different pore
sizes. In both cases, Lx = Ly and Lz = 1.5 (nm).

Case φ (%) Lx (nm) dc (nm) Llig (nm) E (GPa) GIC (J/m2)
1 2.27 29.41 5.00 24.41 68.23 13.68
2 2.27 19.61 3.33 16.28 68.15 12.54

4. Conclusions445

In this paper, the effect of nanopore structure including pore shape and orien-446

tation on mechanical properties of a-SiO2 (Young’s modulus and critical energy447
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release rate) was studied using MD simulations. In addition to different pore struc-448

tures, various porosity values were also considered. Based on the results, the main449

findings are summarized as follows:450

• The presence of nanopores strongly affects the mechanical properties of the451

material. Young’s modulus of a-SiO2 decreases as an exponential function452

with respect to porosity. Energy release rate of a-SiO2 decreases signifi-453

cantly with the presence of nanopore. However, the variation in change of454

the energy release rate is not noticeable when porosity changes.455

• The effect of nanopore structure on Young’s modulus can be quantified us-456

ing PE/atom. Young’s modulus is enhanced with improving intermolecular457

interaction energy. Pore orientation has a mild effect on Young’s modulus.458

In contrast, changing pore shape varies the surface tension and thus, affects459

Young’s modulus more profoundly. A circular pore leads to the highest460

Young’s modulus, followed by the square and triangular pores.461

• Ligament length, which is defined as the shortest distance from the pore462

edge to the sample edge, can be used to characterize the effect of pore463

structure on critical energy release rate. A longer ligament length implies a464

longer fracture path and, thus, a higher surface energy that dissipates during465

fracture propagation.466

• The dependency of Young’s modulus and critical energy release rate on467

geometrical features proposed in this study can be applied to other cases468

with similar porosity values.469

Based on the findings in this study, mechanical properties of nanoporous ma-470

terials with more complex pore structures can be predicted. In addition, the re-471

sults suggested that the desired properties can be archived by nano-engineering472

pore structures in porous materials. Finally, the results in this study can be im-473

plemented to continuum models to investigate the fracture mechanisms of porous474

a-SiO2.475
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