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Multi-vendor interoperability and disaggregation are attracting the interest of network operators as a way
to avoid vendor lock-in, thus opening the market and, possibly, reducing costs. NETCONF, in concert
with YANG data models, has been identified as the Software Defined Networking (SDN) configuration
protocol for these networks. Currently, several YANG models describe devices in a vendor-neutral way;
however, there is a lack of YANG models describing functions. Moreover, the centralization of the control
plane may suffer from scalability issues during critical situations (e.g., link failures) given that several
restoration requests will arrive to the SDN controller close in time.
This paper investigates an innovative paradigm of restoration for disaggregated SDN networks named
Delegated Restoration, which operates in a hybrid centralized-distributed manner. Before a failure oc-
curs, the backup lightpath is centrally computed by the SDN controller and based on this computation
the controller informs the network devices (switches and transponders), through NETCONF, of the re-
configurations to perform in case of failure. Simulations show that Delegated Restoration can reduce
the restoration time with respect to a fully centralized approach, making it a candidate for impacting the
operation, administration and maintanance of next-generation networks.
© 2020 Optical Society of America

http://dx.doi.org/10.1364/ao.XX.XXXXXX

1. INTRODUCTION

During the last few years, network operators and service
providers have shown great interest in the inter-operability of
network elements across vendors and in the disaggregation of
the software from the hardware [1–3]. Indeed, current deployed
networks are typically locked into a single vendor, thus up-
grades (e.g., the introduction of transponders supporting higher
bit rates) must be performed by that same vendor. Similarly, the
control and management system — including any control opera-
tion (e.g., transponder configuration) and operation in response
to faults [4] — is vendor dependent.

Inter-operability among network elements from different ven-
dors allows operators to have more options when building out
their networks, leading to lower costs and the ability to adopt
best-of-breed technology. The shortest-term solution for inter-
operability is the so-called open-line system, where reconfigurable
optical add&drop multiplexers (ROADMs) are provided by one
vendor and transponder pairs by other vendors. With this ap-
proach, an operator can adopt the best transponder technology

for its network, independent from the choice of line system. A
demonstration has been shown in [5], where transponders from
eight different vendors operated in the same testbed. More-
over, disaggregating the software from the hardware enables
an operator to choose the management system without being
tied to a vendor. A relevant limitation to achieving a vendor-
neutral and disaggregated network lies in the agreement on data
models among companies. Indeed, control and management
software should operate on or manipulate hardware parame-
ters in a vendor-neutral way so that any operator can imple-
ment/adopt/buy the software independent of the supplier. The
agreement on how to describe parameters of ROADMs, ampli-
fiers, equalizers, transponders, etc. is thus a fundamental step
for the deployment of these networks.

This important discussion/work is carried on within sev-
eral consortiums and projects involving the major companies
of the world: OpenROADM [6], OpenConfig [7], Telecom Infra
Project [8], and also within the Internet Engineering Task Force
(IETF) [9]. A first agreement has been made with regard to the
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selected Software Defined Networking (SDN) protocol for net-
work configuration, i.e., the Network Configuration (NETCONF)
protocol [10], which is based on the YANG data modeling lan-
guage [11]. With this assumption, network devices are described
through YANG data models. Thus, the identification of YANG
data models is a fundamental step shared by operators and ven-
dors. Discussions are still ongoing within the aforementioned
projects and consortiums. Examples of YANG data models can
be downloaded from [6].

Up until now the effort has been mainly focused on the de-
scription of hardware configuration parameters and state parameters
(the latter can be utilized for monitoring purposes). However,
the programmability of a network also requires the support
of several advanced functionalities such as recovery and trans-
mission adaptation (i.e., the reconfiguration of modulation for-
mat and coding based on actual network physical layer condi-
tions) [12]. Currently, there is a lack of YANG models describing
network functionalities. A first attempt has been made within
the netmod group of the IETF [13], proposing a draft where net-
work functions are associated with specific network states (e.g.,
physical layer degradations) with an approach based on a Finite
State Machine (FSM). Leveraging this IETF YANG model for
FSM, a field trial has been performed at Telecom Italia Mobile
(TIM), Torino, Italy [14] demonstrating automatic transmission
parameter adaptation through FSM. In that work, each state
in the FSM is associated with a specific level of bit error rate
(BER) and, when physical layer conditions change such that a
BER threshold level is crossed, a state transition is triggered,
causing the reconfiguration of the modulation format. This
demonstrated approach is capable of responding to physical-
layer degradations but not link failures. In general, network
functionalities and reliability still require investigation.

Reliability in SDN networks is crucial given the centraliza-
tion of the control plane. Indeed, in SDN networks, a central
controller holds the overall view of the network and performs
configurations. In case of failures or degradations, the SDN
controller can be overloaded due to the processing of several
instantaneous dynamic restoration requests, thus introducing
delays in the recovery. One way to speed up the recovery is the
adoption of 1+1 protection [15]. However, it requires the occu-
pation of extra spectrum and additional transponders/modules;
typically, it is implemented by operators only for high-priority
traffic. Another alternative is distributed (rather than central-
ized) dynamic restoration, typically implemented through Gen-
eralized Multi Protocol Label Switching (GMPLS) [16]. However,
it often may require that path computation intelligence be dis-
tributed in the control plane. Additionally, dynamic restoration
based on GMPLS would not permit a full migration toward
NETCONF. In the literature, researchers have also proposed
hybrid centralized/distributed solutions, e.g., based on a Path
Computation Element and GMPLS [17–20]. Another example of
hybrid restoration is proposed in [21], where a central controller
pre-computes restoration alternatives (e.g., protection paths con-
sidering the sharing of resources) and instructs physical nodes
of the recovery actions to take upon failure. In this scheme, the
restoration resources to be used (e.g., the wavelength) are not
specified by the controller, and the scheme relies on a custom
signaling system or GMPLS. Overall, we see that reliability in
SDN networks considering the current trends of disaggrega-
tion and NETCONF compatibility is a topic that still requires
investigation and solutions to overcome scalability issues.

In this paper, an innovative approach named Delegated
Restoration is investigated for SDN-based disaggregated net-
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Fig. 1. Considered network architecture.

works operating with the NETCONF protocol. This scheme was
first proposed in [22]. According to the proposed approach, the
SDN controller pre-computes restoration lightpaths (path and
spectrum resources) and informs the agents of the involved de-
vices of the actions to perform for rerouting a lightpath in case
of link failure (the agents are the interfaces between the network
devices and the SDN controller). Thus, when a link failure oc-
curs, the agents already know the reconfiguration settings and
can react to failures by simply applying pre-loaded instructions
to accomplish the rerouting. This method also overcomes the
problem of SDN controller unavailability (e.g., controller failure)
during a failure. NETCONF and YANG are used to install in-
structions. Such a restoration scheme is i) scalable, limiting the
involvement of the SDN controller during failures; ii) efficient,
relying on centralized path computation and not requiring any
path computation intelligence to be distributed in the control
plane nor the allocation of dedicated protection resources. In
this paper, the operation of Delegated Restoration is explained
in detail and simulations are provided to evaluate the decrease
in recovery time with respect to a fully centralized approach.
Simulations show the high potential of the proposed method.

2. DELEGATED RESTORATION

An SDN-based optical network, as in Fig. 1, is assumed to be
controlled with an out-of-band control plane based on NET-
CONF and YANG. ROADMs and transponders are equipped
with power monitors per channel (e.g., the Lumentum White
Box [23]). Flexible transponders are assumed to support multi-
ple modulation formats, code, bit rate and symbol rate values.
The SDN controller performs routing and spectrum assignment
(RSA) by relying on the following databases: the Traffic Engi-
neering Database (TED) storing traffic engineering information;
the Label Switched Path Database (LSP-DB) storing lightpath
information; and the physical layer database (PL-DB) storing
physical layer information required to perform Quality of Trans-



Research Article Journal of Optical Communications and Networking 3

The receiver reconfigures 
itself and informs the other 
relevant network elements

YES

Did a failure  
occur on a working 

lightpath?
NO

The transmitter and the 
ROADMs reconfigure 

themselves

The receiver informs the 
transmitter to start 

transmission

Lightpath is rerouted 
with delegated 

restoration

YES

Is a delegated lightpath 
available?

NO Send an alarm to the SDN 
controller for dynamic 

restoration
RSA for backup lightpath

Is a backup lightpath 
found?

NORestoration 
blocking

YES

Lightpath is rerouted 
with dynamic 
restoration

Instruct delegated lightpath 
ROADMs and transponders

s,d connection  
request

RSA for working lightpath

Working lightpath and 
transponder configuration

RSA for delegated lightpath
Does the working 

lightpath use resources 
of a delegated lightpath?

NO No actions are 
needed on other 

lightpaths

YES

Compute a new delegated 
lightpath for the other 

connection and resend 
instructions or consider 

dynamic restoration

Is a delegated backup 
lightpath found?

NO
Compute a new 

delegated lightpath 
later or consider 

dynamic 
restoration

Is a working lightpath 
found?

NO
Connection blocking

YES

YES

(b)(a)

Fig. 2. Flow charts describing Delegated Restoration: (a) upon connection request; (b) upon failure.

mission (QoT) estimation. These databases are exploited for the
RSA of any lightpath, including any delegated lightpath (i.e., the
precomputed lightpath for recovery).

The resources for the delegated lightpath are not pre-reserved;
rather the network devices that would be involved in the restora-
tion are informed of how this lightpath should be configured
if a failure occurs (as will be detailed below), in order to speed
up recovery without involving the SDN controller at the time
of failure. It may happen that a working lightpath needs to use
the resources identified for the delegated lightpath of another
connection. In this scenario, another delegated lightpath can be
computed or traditional dynamic restoration can be utilized in
case this other connection fails.

Delegated Restoration is described through the flow charts
shown in Fig. 2. Upon connection request (Fig. 2a), RSA is
performed for the working path. If no working path with at least
one frequency slot satisfying the continuity constraint is found,
the connection is blocked. A frequency slot is defined with a
central frequency and a bandwidth through the ITU-T n and m
parameters, respectively [24]. Based on this computation, the
SDN controller sets up the working lightpath by configuring via
NETCONF the ROADMs and the transponders at the transmitter
and receiver ends. Throughout the paper, we assume that paths
do not require any intermediate regeneration.

After the setup of the working lightpath, the SDN controller
pre-computes a delegated lightpath for that connection, again
exploiting the databases in Fig. 1 and accounting for QoT. An
alternative route, a new portion of spectrum, and transmission
parameters such as the modulation format and the symbol rate
are computed for the delegated lightpath. We assume that path
computation for the delegated lightpath is based on the short-
est path that is fully link-disjoint from the working path, but
other algorithms could be applied. Two strategies for spectrum
assignment for the delegated lightpath are compared in the sim-
ulations (i.e., first-fit and last-fit). If a delegated lightpath is not
found (e.g., due to the lack of a frequency slot satisfying the con-
tinuity constraint), the new connection is not blocked (i.e., the
working path is still established). A delegated lightpath can be
recomputed later when the network state changes; alternatively,
classical dynamic restoration can be utilized if a failure impacts
this connection.

Fig. 1 shows an example where the working path is s-A-d and
the delegated path is s-B-C-d. After the delegated backup path
is computed, a cornerstone step of Delegated Restoration takes
place: the SDN controller informs the involved network devices
along the backup path of the local reconfigurations to perform
for recovering this lightpath in case of failure. The involved
network devices include: transmitter, receiver, and ROADMs
at s, B, C, and d. Instructions are sent through NETCONF and
YANG to the relevant agents by means of a FSM and following
the YANG model for a FSM proposed in the IETF draft [13].
After this occurs, the relevant devices along the backup route
are aware of the required actions to perform if a failure occurs.
Thus, there is no need to involve the SDN controller during the
failure, assuming the pre-computed delegated lightpath is still
available.

When a failure occurs (Fig. 2b), if a delegated lightpath is
available, then Delegated Restoration is applied according to the
instructions in the FSMs, as described below. If a delegated light-
path is not available, then dynamic restoration can be applied;
to this purpose an alarm is sent to the SDN controller which can
perform RSA for the backup path based on the current network
state. If no backup path with a frequency slot satisfying the con-
tinuity constraint is found, restoration blocking is experienced.

When a failure is detected (e.g., through loss of light) and a
delegated lightpath is available, the receiver self-reconfigures
the transmission parameters for the delegated lightpath (e.g.,
new central frequency) and informs the transmitter about this
reconfiguration. In this paper, to enable such a step of receiver-
transmitter synchronization, an enhanced supervisory channel
(ESC) is also proposed. ESC runs over the control plane and log-
ically connects selected network elements such as transponder
pairs and transponders with ROADMs. Thus, multiple ESCs
are established for a given connection. An ESC differs from
a typical optical supervisory channel, which runs on a wave-
length between 1504.5 and 1517.5 nm and which is used only
between ROADMs [25]. ESC is exploited by Delegated Restora-
tion to trigger state transitions in the FSM at specific network
elements. To this purpose, a lightweight message, named Dele-
gated Restoration (DR) message, is exchanged through the ESC.
The DR message does not carry backup path information and
it is only exploited to inform a network element that a state
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transition in the FSM has to be performed.
Moreover, similar to the communication between receiver

and transmitter, the receiver informs the ROADMs along the
backup path about reconfiguration. These nodes, after reconfig-
uration, send an acknowledgement (ACK) to the receiver along
the ESC. After the receiver receives an ACK from each device
along the backup path (i.e., each ROADM and the transmitter),
it sends another DR message to the transmitter indicating that it
is OK to start transmission

The operations involved during Delegated Restoration are
modelled with a FSM, as shown in Fig. 3, which shows the
installed FSM at each involved device in the backup path: trans-
mitter, receiver and ROADMs. Under normal conditions, all
of the FSMs are in the “stable” state. When a failure occurs in
the working path, the receiver detects the loss of light, which
triggers a state transition to the “wait” state. Thus, the receiver
reconfigures itself according to the transmission parameters as-
sociated with the backup lightpath such as the central frequency.
Moreover, the backup path may require a different modulation
format, symbol rate, and coding than the working path, e.g., it
may be longer, and thus more affected by physical layer impair-
ments. At this point, the synchronization between the receiver
and the transmitter needs to be done. To this purpose, the agent
of the receiver informs the agent of the transmitter about the
state transition. Thus, a DR message is sent from the receiver to
the transmitter. The reception of this message at the transmitter
triggers its transition to the “wait” state, and the transmitter
reconfigures itself to the new required transmission parameters.
In this state, the transmitter does not send any data since the
working path failed and the new path is not configured yet. The
transmitter sends an ACK to the receiver along the ESC.

Moreover, the receiver sends the DR message to the relevant
ROADMs using ESCs. Each ROADM receiving this message
applies the local reconfiguration for the backup lightpath and
sends an ACK to the receiver. After receiving ACKs of all of
these reconfigurations, the receiver sends a DR message to the
transmitter, which is informed that the backup path has been
set up; thus transmission can now take place along the backup
path.

When the transmitter receives the DR message from the

Table 1. State attributes in the YANG model

id description

1 Stable

2 Wait

3 Reconf.

receiver, it returns to the “stable” state. Similarly, when the
ROADMs and the receiver monitor a proper channel power
level at the ports of the backup lightpath, their state returns
to “stable”. The SDN controller can be informed about the ac-
complishment of Delegated Restoration so that it can tear down
the working path. Moreover, the SDN controller can also re-
program the FSMs of the rerouted connection to inform it of a
new backup path. (In general, recalculating a delegated restora-
tion lightpath can be done periodically as the network spectrum
usage changes).

A delegated lightpath may not be available when a failure
occurs due to one of the following: a delegated lightpath was
not found when the connection was first established; a working
lightpath of another connection has used resources of the dele-
gated lightpath; or, multiple concurrent failures have occurred.
In these scenarios, dynamic restoration can be exploited. (We
assume that there is enough time for the SDN to inform the rel-
evant equipment of the unavailability of a delegated lightpath,
so that delegated restoration is not attempted when a failure
occurs.) In this case, the device detecting the failure simply
sends an alarm to the SDN controller, which performs RSA for
the backup path based on the current network state, and enacts
reconfiguration of the relevant network elements.

The spectrum assigned to a delegated lightpath accounts for
spectrum availability and also considers the spectrum assigned
to other delegated lightpaths. In this paper, a dedicated (though
not reserved) portion of spectrum is assigned to each delegated
lightpath. However, delegated restoration can optionally adopt
the sharing of backup resources (e.g., different connections hav-
ing link-disjoint working paths can share the same delegated
lightpath). In this case, with respect to dedicated delegated light-
path, fewer delegated lightpaths would be present in the net-
work. This can impact the number of connections that need to
rely on dynamic restoration after a failure; thus resource shar-
ing among the delegated lightpaths can have an impact on the
recovery delay, which can be investigated in future work.

A discussion is warranted on disaggregation and vendor
neutrality. FSM is a generic model that can describe several
functionalities (some use cases are reported in [13]). In the case
of Delegated Restoration, the involved network devices at the
data plane include ROADMs and transponders. Thus, vendor
neutrality of Delegated Restoration is enabled if vendor-neutral
YANG models for ROADMs and transponders are adopted. Re-
garding the switching technology, the configuration should be
performed based on the standard ITU-T n and m parameters [24]
(describing the central frequency and the bandwidth, respec-
tively). Regarding transponders, the process of converging on
an agreement for a vendor-neutral data model is taking longer
because several parameters are involved (e.g., including at the
Optical Transport Network layer) and each vendor typically
adopts a proprietary solution for the transmission technique
(e.g., coding). An example of a transponder YANG model can
be found in [26].
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Fig. 4. FSM YANG model.

Table 2. List of actions

id description

1 transmission parameter reconfiguration

2 send DR message to the transmitter

to set current-state id=2

3 send DR message to the ROADMs

to set current-state id=3

4 ROADM reconfiguration

5 send DR message to the transmitter

to start transmission setting current-state id=1

3. FINITE STATE MACHINE YANG MODEL FOR DELE-
GATED RESTORATION

Instructions to network devices are given in the form of a FSM
through the NETCONF protocol. To this purpose the YANG
model for FSM proposed in the IETF draft [13] is here refined to
support Delegated Restoration. The FSM YANG model is shown
in Fig. 4. A list of states is envisioned. The attributes of “state”
include an identifier and a descriptor, whose possible values are
summarized in Tab. 1, reflecting Fig. 3. One of these states is
the “current-state”. As shown in the FSMs of Fig. 3, only one
transition is admitted from each state.

The transition at the receiver from the “stable” state is trig-
gered by the loss of light and implies a list of “actions”; i.e., the
actions with identifiers equal to 1, 2, and 3 in Tab. 2. The attribute
“execute” actually implements the action. Then, a next state is
achieved (i.e., “next-state”; in this case the receiver moves to the
state with id=2). The DR message sent to the transmitter is sim-
ply a NETCONF edit-config message [10], which changes the
value of the “current-state” attribute at the transmitter, setting
its value to id=2. Setting the “current-state” to “Wait” (id=2) in
the FSM at the transmitter directly triggers the reconfiguration
of transmission parameters suitable for the backup lightpath.
After reconfiguring the parameters, the acknowledgement is
implemented with the standard NETCONF ok message [10] sent
to the receiver over ESC.

The DR messages sent to the ROADMs changes the value of
their “current-state” attribute to id=3. This directly triggers the
reconfiguration of each of these ROADMs in accordance with
the pre-computed backup lightpath (action with identifier equal
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Fig. 5. Spanish network topology used in the simulations.

to 4). When the agent at the receiver receives all the NETCONF
ok messages as a consequence of the NETCONF edit-config
implementing the DR messages, it confirms that the backup path
has been established and the transmitter reconfigured. A final
action, sending a DR message to the transmitter to indicate it
can start transmission, is then performed (id=5). Upon receipt
of this DR message, the state of the transmitter transitions to
“Stable”. (Note that additional state transitions still need to
occur; i.e., when the monitored channel power level is proper at
the relevant input port of the ROADMs, each of the ROADMs
transitions from “Reconf” to “Stable”. Similarly, the receiver
transitions from “Wait” to “Stable” when a sufficient power
level is detected. However, these transitions are triggered by
physical light, not by a DR message.)

4. SIMULATION RESULTS

Delegated Restoration is assessed by simulations using a custom
built event-driven C++ simulator. The Spanish backbone net-
work topology used in the simulations (shown in Fig. 5) consists
of 30 nodes and 56 bidirectional links. Lightpath requests follow
a Poisson process. The average holding time of each lightpath
is 1/µ = 24 hours, while the average inter-arrival time 1/λ is
varied to change the traffic load, which is expressed as λ/µ. All
requested lightpaths are established using 37.5 GHz bandwidth.

Path computation for the working path selects the path with
the maximum number of frequency slots satisfying the conti-
nuity constraint among all of the shortest paths, in terms of
hops, connecting the source-destination pair [27]. Spectrum as-
signment for the working lightpath is first fit (lowest ITU-T n).
A lightpath request is blocked when no path with at least one
frequency slot satisfying the continuity constraint is found.

If dynamic restoration is required, each time it is applied, the
path with maximum number of frequency slots satisfying the
continuity constraint among all of the shortest paths, in terms of
hops in the new topology (i.e., removing the failed link from the
original topology), is selected; first-fit spectrum assignment is
applied.

Path computation for the delegated lightpath returns the
shortest path, in terms of hops, that is link-disjoint from the
working path. In the simulations, this computation is performed
just once for a connection, when it is first established. Two
spectrum assignment strategies were tested for the delegated
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lightpath: first fit (FF) and last fit (LF). The former selects the
first available frequency slot (lowest ITU-T n), the latter selects
the last available frequency slot (highest ITU-T n), both satisfy-
ing the continuity constraint. The unavailability of a delegated
lightpath does not cause a connection request to be blocked.

In the simulations, different connections do not share dele-
gated lightpaths. Moreover, if a new working lightpath uses
resources of the delegated lightpath of another connection, the
FSM associated with that delegated lightpath is assumed to
be uninstalled and, if the connection fails, traditional dynamic
restoration is attempted. In this case, an alarm is sent to the SDN
controller, through a NETCONF notification message when
a failure occurs; the SDN controller then performs RSA for the
backup lightpath as stated above.

Delegated Restoration is compared with a fully centralized
approach that always utilizes traditional dynamic restoration:
when a link failure is detected, a NETCONF notification mes-
sage is sent to the SDN controller to inform it about the failed
lightpath; the SDN controller then performs RSA for the backup
lightpath and enacts the necessary rerouting. RSA at the SDN
controller requires a time TRSA. When the SDN controller re-
ceives several NETCONF notification messages at one time,
these messages experience a queue for processing which de-
pends on TRSA. Conversely, with Delegated Restoration, when
a delegated lightpath is available, lightpaths are recovered with-
out requesting any processing from the SDN controller during
the failure.

Delegated and centralized restoration are compared in terms
of: i) control plane recovery delay, defined as the time between
the failure and the time retransmission on the backup path can
begin (averaged over all of the link failures and all of the restored
connections); ii) recovery blocking probability, defined as the
ratio between the unrecovered lightpaths and the lightpaths
impacted by the failure (averaged over all of the link failures). A
lightpath experiences blocking during restoration when no path
satisfying the frequency slot continuity constraint is found (i.e.,
the delegated lightpath is unavailable, and dynamic restoration
fails).

Performance is measured through 1,000 experiments of 10,000
connection requests; in each experiment a single link failure is
randomly generated among all network links with a uniform
distribution among the links. The duration of each experiment, T,
is 100 times longer than the average connection holding time. At
time 0.01×T, the single link failure is generated; at time 0.04×T,
the failed link is repaired. A non-revertive scheme is assumed,
where the connection remains on the backup path even after the
failure is repaired. Plots are reported with a confidence interval
of 95 % (note that the confidence intervals were typically very
small).

Fig. 6 shows the control plane recovery delay versus traffic
load with TRSA = 20 ms. This value of processing time has been
selected since it is comparable with the time required by the
Gaussian-Noise-model estimation tool to perform QoT compu-
tation [5]. The centralized solution experiences a higher control
plane recovery delay as compared to Delegated Restoration be-
cause centralized restoration requests always rely on the SDN
controller, thus they experience a processing queuing delay. Del-
egated Restoration reduces recovery delay because some, or
all, of the failed lightpaths typically can use delegated backup
lightpaths, without requesting any processing from the SDN
controller; the controller is only involved when a delegated light-
path is unavailable. The availability of a delegated lightpath
permits prompt reaction to failures because devices are already
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Fig. 9. Control plane recovery delay vs. TRSA at 1515 Erlang.

instructed about the reconfigurations.
With the centralized approach, the control plane recovery

delay increases with traffic load because more lightpaths are
impacted by the failure; thus, more restoration requests have to
be processed by the SDN controller and a longer queue is expe-
rienced. With Delegated Restoration, recovery delay increases
with traffic load as well, albeit at a slower rate, because more
working lightpaths use resources of other delegated lightpaths,
making them unavailable; thus more connections need to send
a request to the SDN controller to compute a backup lightpath
upon failure.

As shown in Fig. 6, Delegated Restoration with LF reduces
the recovery delay as compared to Delegated Restoration with
FF. Indeed, since the working paths are provisioned with FF
spectrum assignment, the adoption of LF for the delegated light-
path reduces the probability that a working lightpath uses the
resources of a delegated lightpath (as shown in Fig. 7) since they
are preferentially assigned from opposite ends of the spectrum.
Fig. 7 shows the percentage of connections affected by the failure
that rely on the central controller when Delegated Restoration
is adopted with TRSA = 20 ms. As anticipated, LF reduces the
number of connections relying on the SDN controller after the
failure as compared to FF because fewer working lightpaths use
resources of delegated lightpaths.

Fig. 8 shows that Delegated Restoration and the centralized
approach experience the same performance in terms of both
provisioning and restoration blocking probability (the lines are
on top of each other in the figure for the two schemes). Indeed,
the RSA strategy for the working path is the same for both Dele-
gated Restoration (either FF or LF) and the centralized approach,
thus resulting in similar provisioning blocking probability. There
may be some differences because both schemes are assumed to
run in a non-revertive manner, where connections remain on
their backup path even after a failure is repaired, and the backup
paths may not be the same for the two schemes. The restora-
tion blocking probability is similar as well because Delegated
Restoration will resort to dynamic restoration if the delegated
lightpath is unavailable at the time of failure. Thus, Delegated
Restoration can speed up the recovery delay without impacting
restoration blocking probability.

Fig. 9 shows the control plane recovery delay vs. TRSA at
1515 Erlang, as a function of SDN path computation time. The

centralized solution experiences a higher control plane recovery
delay as TRSA increases because the queuing time at the SDN
controller increases. Delegated Restoration, which reduces the
number of connections that rely on the SDN controller upon
failure, is less impacted by the increase in TRSA, though the
control plane recovery does increase as well (i.e., at a slower
rate).

The simulations assumed that a delegated lightpath is calcu-
lated just once for a connection; i.e., when the connection request
is first received and established. When a working path uses a
resource of the delegated lightpath of another connection, the
connection makes use of dynamic restoration if impacted by
the failure, thus increasing the recovery delay. To dampen this
effect, it is possible to have the SDN periodically recalculate the
delegated lightpath for a connection, to take into account the
current network state. This can be investigated in future work.

5. CONCLUSIONS

In this paper, an innovative approach named Delegated Restora-
tion has been investigated for SDN-based disaggregated net-
works operating with the NETCONF protocol. The SDN con-
troller pre-computes restoration lightpaths and instructs the
agents of the involved devices of the reconfigurations to apply
in case of link failure. In this manner, the agents can react to
failures by simply applying pre-loaded instructions without in-
terrogating the SDN controller. For this reason, this method also
overcomes the problem of SDN controller unavailability during
a failure, which is an event currently being investigated by oper-
ators. NETCONF and YANG are used to install the instructions,
which are given in the form of a finite state machine.

Delegated Restoration is scalable because it limits the involve-
ment of the SDN controller during the failure and it achieves
faster rerouting time with respect to a fully centralized solu-
tion. Moreover, Delegated Restoration is efficient in terms of
spectrum utilization because it relies on centralized path com-
putation. Rerouting is enacted in a distributed way within the
network but without requiring any path computation intelli-
gence distributed in the control plane or the allocation of extra
resources (as in 1+1 protection). Simulations have shown the
benefits of Delegated Restoration in terms of recovery time with
respect to a fully centralized solution, highlighting its potential
to impact recovery in next-generation networks.

There are several directions for future work to investigate; for
example, Delegated Restoration with shared resources, or the im-
plementation of Delegated Restoration in a network that requires
regeneration. Future studies can also assume different service
classes, associating a priority to the resources pre-computed
for delegated lightpaths that can be impacted by the setup of
new working lightpaths. Also, as noted above, the impact of
periodically updating the calculated designated lightpath can
be investigated.
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