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Abstract

To increase operational efficiency, resilience and capacity of the railway system, the development of modern railway

traffic management system (TMS) has attracted more and more attention in recent years. To support the development

and implementation of the next generation of TMS and related applications, advanced data collection, transmission and

processing approaches, digitalised databases, and virtual validation platforms, etc., are required. In the context of the

TMS development (addressed by Technology Demonstrator 2.9 of Shift2Rail Innovation Programme 2), this support is to

be provided by a scalable, interoperable and standardised communication platform for internal and external commu-

nication between different subsystems, applications and clients. This paper outlines the approach of the ongoing

OPTIMA project aimed to develop a communication platform demonstrator for railway TMS based on a novel

Integration Layer (IL) and its various interfaces to entities including integration layer services, TMS service, rail business

service, external services and operator workstations. Further detailed discussion in this paper relates to the approach to

validating the communication platform demonstrator as a functional entity, and as a virtual testing environment to

validate railway traffic management and other applications. The validation approach for the applications tested on the

communication platform demonstrator is also presented. The results of future implementation of this validation

approach will be used to assess the functionality of the communications platform demonstrator developed, and the

initial TMS applications tested on it, and form an important step towards developing and implementing IL based

communications platforms for future TMSs.
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Introduction

The Traffic Management System (TMS) is a key com-

ponent in railway transport for providing control

across the network, automatically setting routes for

trains, monitoring train movements, detecting and

resolving potential conflicts, etc. for daily railway

operation. All major railway infrastructure managers

across European countries are moving towards using

automatic TMS for the purpose of energy manage-

ment, maintenance management, advanced signalling,

etc., and the TM-related applications that are used in

the operator’s workstation which assist the dispatch-

ers to make relevant decisions. Improving the TMS

has the potential to improve the capacity, sustainabil-

ity, resilience, safety and security of the railway

system. One of the possible ways to achieve this is

to digitalise the railway systems and increase the

range of data sources and quantity of data available

to the TMS applications through a standardised and

sustainable communication platform for real-time

communication across the network, including addi-

tional interfaces for more traffic management (TM)

applications and sufficient bandwidth for data

exchange. This would enable the development of

autonomous TM applications capable of optimised
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decision making based on a large range of disparate
data sources, which offer a significantly higher quan-
tity and range of data than a human operator could
consider. Recent traffic management applications
with different objectives or priorities have been
reviewed by Corman et al.1,2 TM problems are usu-
ally formulated by different mathematical models and
solved with various advanced algorithms. Past
research includes various TMS for freight rail,3 pas-
senger rail,4–6 urban rail transit system7,8 whose
objectives are mainly improving the efficiency of mul-
tiple aspects of railway operations directly associated
with the TMS, and intelligent maintenance system
covering the maintenance of railway track,9 railway
asset,10 entire railway infrastructure,11 etc., which
also minimise the cost of operating the railway and
ensure stable daily services.

However, most of the TM applications mentioned
above were developed at simulation level and very few
of them were implemented in practice. One reason for
this is that railway infrastructure managers are wary
of the risks of implementing systems whose impacts
on traffic are uncertain. Another reason is the vari-
able national rules and TM systems across the EU
regions that were progressively developed by different
infrastructure managers in different countries, which
might require separate development and verification
for each implementation. The development of a
common standardised communication interface for
TMS across the EU, and a standard testing and ver-
ification process would enable interoperable TM
applications to be developed and tested, to ensure
their effectiveness and improve the efficiency of
implementation.12 Furthermore, railway TMSs in dif-
ferent countries/regions are not usually fully intercon-
nected to enable them to exploit the potential
opportunities to maximise operational efficiency.
For example, the diversity and incompatibility of rail-
way signalling systems across EU countries posed a
significant challenge to competitiveness of interna-
tional railway operations until the European
Railway Traffic Management System (ERTMS) was
developed and has started to be implemented. It pro-
vides a standardised interface framework, including
data format, communication protocols, etc., which
enables uninterrupted movement of intercountry
trains across the whole EU network. However,
although standardisation for train operation was par-
tially achieved by the introduction of ERTMS, other
TMS related functions such as energy management,
maintenance management, passenger information
exchange, etc., which form a huge amount of daily
data exchange related to TMS, and other relevant
data services are still not interconnected.

The development, implementation, and standard-
isation of railway TM applications across EU area
was first addressed by European FP7 funded project
ON-TIME13 in 2011. The project contributed to the
application framework for real-time algorithms for

conflict detection and resolution,14,15 automatic
route setting16 and a driver advisory system,17 and
embedded the developed TM applications into the
control of railway traffic through web-based
Service-Oriented Architecture (SOA) which enables
the TM applications communicate with each other
in a standardised data format (i.e., railML18). The
key research outputs of ON-TIME project were a
novel XML formalisation to present real-time traffic
status of railway network, real-time traffic plan and
train path envelope19 for their on-service railway
traffic monitoring and control system. Following
this, the key research on railway traffic management
systems were mainly covered by Innovation
Programme 2 (IP2) of Shift2Rail Joint
Undertaking which focuses on control, command
and communication systems for EU railway
system. X2Rail-1 project20 and its complementary
projects were launched in 2015 to extend existing
communication system to enable next generation of
rail automation systems,21 which includes Automatic
Train Operation (ATO) with Grade of Automation
(GoA) level 2 to level 4 and minor specifications for
the Moving Block approach to train separation. The
X2Rail-2 project22 investigated future signalling and
automation systems for European railways with four
key technologies including fail-safe train positioning
(based on satellite technology),23 improving on-
board train integrity,24 formal methods and stand-
ardisation for smart signalling systems25 and new
subsystems for railway TMS. The X2Rail-2 project
also produced System Requirement Specifications
(SRS) for the integration layer,26 application frame-
work,27 standardised operators workstation28 and
Web-Interfaces29 of the next generation TMS,
which form part of the establishing requirements of
the OPTIMA (cOmmunication Platform for TraffIc
ManAgement demonstrator) project. With the best
of authors’ knowledge, the development and imple-
mentation of advanced TMS applications on an
actual national railway network is still at the case
studies and simulation, or on pilot test stages, and
has only achieved full implementation on isolated
sections of railway network; and there are no
known solutions that enable multiple TM applica-
tions to interact in the management of a large-
scale railway network, which makes the OPTIMA
project a pioneer in research on railway TM.

The OPTIMA project aims to support the devel-
opment and validation of innovative TMS modules
within its complementary projects X2RAIL-4 and
FINE2. The demonstrator developed by OPTIMA
will provide a communication platform for next-
generation railway TMS and TMS supporting appli-
cations, which will enable multiple desired features to
be implemented though standardised data communi-
cation between TMS and several internal and external
services, interoperability between different service
providers, new interfaces for additional rail business
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(SRS) for the integration layer,26 application frame-
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sections of railway network; and there are no
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tions to interact in the management of a large-
scale railway network, which makes the OPTIMA
project a pioneer in research on railway TM.
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and information service and the provision of a virtual

testing environment. Within the specific scope of the

project, the virtual testing environment of the com-

munications platform demonstrator will be used to

support the validation of technologies developed by

its complementary projects within Shift2Rail Joint

Undertaking, and potentially be further used as a

part of the Shift2Rail Innovation Program 2

Technical Demonstrator 2.9 “Traffic Management

System” demonstrator, and as a reference and valida-

tion environment for developers of various technolo-

gies for TMS implementation. This paper presents:

1. The concept of OPTIMA project: a communica-

tion platform for next generation of railway

TMS, which enables the implementation of differ-

ent TM modules.
2. The structure and functionalities of the OPTIMA

communication platform and its key components

including Integration Layer (IL), Application

Framework (AF), Databases (DBs), Common

Data Model (CDM), Operator Workstations

(OW), External services and Railway Business

Services.
3. The validation process for OPTIMA communica-

tion platform demonstrator, from design and setup

to execution and evaluation of the validation tests.
4. The approach to validate the novel TM modules

within virtual environment provided by the

OPTIMA communication platform.

The validation approaches referred to in points 3

and 4 above will be implemented in future work

within the OPTIMA project.

Concept and structure of OPTIMA

communication platform

The objective of the OPTIMA project is to develop a

new communication platform for railway services,

which harmonises traffic management, traffic control,

asset management, maintenance operations, energy

(grid) control systems, signalling field infrastructure

and vehicles for signalling purpose (ETCS). The com-

munication platform will also provide an interface

(Web Interfaces) for external clients’ information

such as Weather Information, Passenger

Information, and Freight logistics Information. The

aim is to support the development and testing (and

potentially future implementation) of novel advanced

TMS solutions and associated applications, which will

enable the realisation of optimised automated decision

making in railway traffic management systems. The

OPTIMA communication platform will perform as a

middleware which ‘glues’ all the functional blocks

together to provide seamless and standardised commu-

nication. An overview of OPTIMA communication

platform is shown in Figure 1. The key components

within the OPTIMA communication platform demon-

strator include databases for the persistence layer (con-

taining the data used), a CDM used by all components

and the standardised Operator Workstations to be

installed in Control Centres. The features of each of

the key components are described below:
Integration Layer (IL): is the key component in this

communication platform which allows integrated and

automated data exchange. The data structure within

the IL is developed based on a CDM which ensures

standardisation, scalability and interoperability.

Figure 1. Structure and key components for OPTIMA communication platform.
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Application Framework (AF): is an environment for
hosting existing and novel TM and associated appli-
cations to be installed with high flexibility (i.e., plug-
and-play), connected to IL, such as train control
applications, real-time traffic decision support
system, etc., or some business software modules.

Databases (DBs): are key components within IL
services. The DBs contains digitalised information
regarding the railway network including railway
infrastructure (i.e., topology, track section, route,
signal, operational control point, bridge, tunnel, sta-
tions, etc.), railway scheduling regarding timetables,
crew members and rolling stock, and rolling stock
information including vehicle type, speed limits, axle
load limits, performance data, etc.

Common Data Model (CDM): A scalable, flexible,
and platform-independent common data model is
used to define the data structures for all data transfers
and storage, and to secure the integration of legacy
and future applications into one communication
structure. The CDM ensures interoperability by
enabling data sources, consumers, and applications
to be interfaced with one another, either through
using the same data model or conversion.

Operator Workstation (OW): is the workstation for
railway operators (usually dispatchers) to monitor the
status and operation of the local railway network, the
TMS and other factors, and make decisions based on
their knowledge or with support from applications
in AF.

External services: are services not directly involved
in the operation of the network, but contain informa-
tion relevant to the TMS (sources), particularly novel
TMS capable of utilising disparate data sources for
optimal decision making, or services to which the out-
puts from the TMS are relevant (consumers). The
external services feed into the IL or receive informa-
tion from the IL through Web interfaces; typical serv-
ices are weather forecast and passenger information
systems. The weather forecast service, which is a
source informs the system about weather conditions
that might affect operations, such as wind speed,
humidity, temperature, etc. The passenger informa-
tion systems are generally a consumer and provides
passengers with up to date departure and arrival
times and other information related to the service
status, through information systems available across
different platforms, but could also be a source, in
terms of number of passengers booked on a train, etc.

Railway Business Services: are the essential and
existing entities to support railway operation. The
railway business services mainly include the interlock-
ing system, Radio Block Centre (RBC) system, infra-
structure and vehicle maintenance management
systems, and preferable energy (grid) management
system.

Interfaces with IL: all the components are expected
to exchange data with the IL, and the basic idea is to
define a specification and apply interface modules to

enable a standardised communication from TM mod-
ules towards the IL. Data exchange between IL and
RBC, AF, and Rail Business Services is achieved via
the publish/subscribe pattern of communication,
which is supported by Real-Time Innovations (RTI)
Data Distribution Service (DDS) tools and its

libraries.30 The DDS can support any programming
language including Java, C, Ada, WSDL/SOAP,
REST/HPPT, etc. and read/write multiple data
models such as XML, XSD/WSDL, etc.

This paper focuses on the development of the test-
ing and validation strategy of the OPTIMA commu-
nication platform itself, and TM related applications
within the virtual environment created by the commu-

nication platform.

Approach to validation of the

communication platform and novel

TM modules

Within the scope of the OPTIMA project, the testing
and validation process aims to validate the whole
OPTIMA communication platform demonstrator,
considering the requirements established from the
functional requirements, pre-existing standards, inter-
operability requirements, as well as conventions for
the TMS modules, external services and DBs and any

additional requirements deemed as necessary.
Following the development of the OPTIMA com-

munication platform demonstrator, it will be neces-
sary to validate the basic functionality of the IL as a
middleware to connect all the TM related entities
together and enable seamless data exchange and the
platform as a whole, as well as validate the platform
against the requirements defined for it. One of the key

functions for the platform to be validated is its oper-
ation as a virtual testing environment for the testing
and validation of the novel TM modules from other
Shift2Rail projects, which will themselves be validat-
ed through testing in the virtual environment provid-
ed by OPTIMA communication platform
demonstrator.

The general process to be adopted as the OPTIMA

approach for validating the OPTIMA communica-
tions platform demonstrator and the TM applications
to be tested within it is as follows:

Phase 1. Requirement analysis: requirements of
OPTIMA communication platform are analysed to
determine the key functionalities, the evaluation
parameters and, the key performance indicators
(KPIs) to be assessed and satisfied, respectively. The

considered requirements include general requirements
for OPTIMA communication platform along with
specific requirements for its key components and for
interconnections and interactions with external sys-
tems. The requirements for the OPTIMA communi-
cation platform demonstrator were generated based
on outputs of previous complementary Shift2Rail
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against the requirements defined for it. One of the key
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ation as a virtual testing environment for the testing
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tems. The requirements for the OPTIMA communi-
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projects (X2RAIL-4 and IN2RAIL, which specify
general requirements for IL-based TMS communica-
tions platforms, in line with the Shift2Rail develop-
ment strategy), Technical Specifications of
Interoperability (TSI) on operation and TMS, techni-
cal specification for ETCS baselines, and public rail-
way standards on TMS and communication. More
details are discussed in ‘Requirement analysis’ section.

Phase 2. Validation planning: is the phase in which
the testing activities to be executed are identified,
along with their detailed scopes, objectives, and
expected results. The prioritisation of these testing
activities should be carefully considered to ensure
that the test results contain the necessary data to eval-
uate the system against the performance and valida-
tion criteria. The prioritisation should also ensure
that all the features and functionalities of the system
required in operation are fully tested, and that any
faults, errors or non-compliance with the require-
ments are identified. For OPTIMA project, a general
sequence of validation will start from the communi-
cation platform demonstrator, and then validate the
novel TM modules output by other Shift2Rail proj-
ects, which will also validate the platforms function-
ality as a test environment for TM modules.

Phase 3. Validation setup: create, provide and con-
figure all essential data, interfaces, connections,
power-supply, software, hardware, etc. to support
the test to be executed. Details of this step are dis-
cussed in ‘Validation setup’ section.

Phase 4. Test scenario generation: the test scenar-
ios shall be generated with respect to the require-
ments, KPIs, considered conditions, expected results
of each scenario, and finally result in workflows of the
scenarios and associated test codes. Details of this
step are discussed in ‘Test scenario generation’
section.

Phase 5. Test execution: execute the tests with
respect to the planning document. Test logs are to
be saved for every testing scenario, recording the
KPI-related measurements and the parameters of
the scenario.

Phase 6. Test output evaluation: based on results
of each test, the system is evaluated against the KPIs
and requirements. If the requirements for the system
or component/module under test are not satisfied,
revisions to the items under test, further iterations
of testing and analysis might be required. Details
for Phase 5 and 6 are shown in ‘Test execution and
evaluation of results’ section.

Phase 7. Validation closure: completion of all the
tests and a full validation report.

Requirement analysis

The validation consists of two parts, i.e., the valida-
tion of communication platform demonstrator, and
novel TM modules. The considered requirements
mainly include the requirements for IL and the

requirements for TM modules. In this section, exam-
ples of the requirements are presented and the KPIs

are generated based on these requirements.

Requirements for IL. The key functionality of the IL is
to provide continuous data exchange, so the main

requirements for the communication functions of
the IL are listed below (based on the general require-
ments for an IL for this purpose, as defined in the
X2Rail-2 project26).

Req. 1 The IL shall be able to take a service call
and messages to the end-point; i.e., to enable a service

consumer to connect/interact with service providers.
The connection is by the publish-subscribe pattern.

Req. 2 The IL communications infrastructure shall

be kept under configuration control. Specific to IL
implementation, the IL-API (Application
Programming Interfaces) manages access control to

the topics by configuration. (Configuration control)
Req. 3 The IL shall be able to use message queuing

to store and forward messages. A data centric

approach is selected: all messages are managed
inside of IL. (Message queuing)

Req. 4 The IL shall be available 24hours a day, 7
days a week (24*7).

Req. 5 It shall be possible for the order of message
delivery by the IL to be configured as either based on
order the message is received (e.g., normal First-in-
First-Out (FIFO) queue), or the priority assigned to

the topic of the message.
Req. 6 IL should make possible that delivery order

can depend on a scheduler algorithm. Example:
FIFO, Last-in-Last-out (LIFO), Round Robin.

The KPIs related to these requirements are listed

below:

KPI Routing successful rate (%)

KPI description No. of successful routing cases/

total No. of test cases

Related requirements Req. 1

KPI Measured pass rate (%)

KPI description Total no. of API access in a

minute.

Related requirements Req. 2

KPI Average queueing waiting

time

KPI description Average waiting time for all

queued data exchange

between an entity and the IL.

Related requirements Req. 3, Req. 5, Req. 6

KPI Max./average number of

queued reservation

requests

KPI description Maximum number/ average

number of waiting requests in

a minute

Related requirements Req. 3, Req. 5, Req. 6

(continued)
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Requirements for interfaces. To enable uniform data
exchange between all the components and the IL,

all the interfaces shall be developed with respect to
the designed CDM (structures, attributes, unions,
etc.).31 Typical requirements for the interfaces and

KPIs are shown below:
Req. 7 The serialisation method of low-level APIs

should allow the representation of at least the follow-
ing basic data types: Variable length string, 8 bits

signed integer, 32 bits signed integer, 128 UUID,
Boolean, Simple (32 bits) and double (64 bits) preci-
sion floating point (IEEE 754). The following basic

types, unsigned integer 8 bits, 32 bits and 64 bits can
be used in the CDM to indicate that the negative
values are not authorised, but the most significant

bit (MSB) can never be set.
Req. 8 The communication platform should allow

applications and modules to create and delete individ-
ual Key/Value Pair in the data grid. Type (class in

CDM) must be specified when a Key/Value Pair is
created.

Req. 9 For each of the following language, C,
Cþþ, Java, C#, if a module of AF or IL is using
the CDM-Mapping-API, then the implementation

must be generated (using a code generator) from the
XML file defining the CDM.

Req. 10 For each of the following languages, C,
Cþþ, Java, C#, the representation of structures, enu-

meration, attributes of structures and their presence,
sequences, unions, basics data types and reference to
other Key/Value Pairs should be the same (but it can

be different for two different languages) for all imple-
mentation of the communication platform.

Requirements for TM modules

Since more than one TM modules are to be tested, the
requirements for TM modules may be different due to
their diverse objectives. As a result, the KPIs for TM
modules should be specifically designed with respect
to their own requirements and objectives, in this sec-
tion, only the general requirements for the TM mod-
ules are discussed.

In general, a TMmodule used to make the platform
functional for testing of the platform, or a TM module
under test, shall be embedded into the AF within the
OPTIMA communication platform, however, it might
also be hosted externally and interfaced with the plat-
form. The real-time status of railway traffic will bemon-
itored by the TMmodule, via data transferred through
the IL, at the required frequency and analysed with its
own processing algorithms. If any hazard, conflict, dis-
turbance, disruption, etc. is detected by the TMmodule
within its traffic management area, the TM module
should provide its solution to the considered problem
within a specified time period. The scope of a TM
module is mainly classified with respect to a specific
time scale (i.e. a time period in the future)32 as follows:

• Time scale 1, for the rail operations up to 45 mins
in the future, where the objective is usually to min-
imising delays of trains.

• Time scale 2, for the rail operations between 10-15
min and 2-3 hours in the future, where the objec-
tive is usually to minimise passenger waiting times
at stations.

• Time scale 3, for the rail operations covering at
least 2 hours in the future, the objective of which
is usually the recovery of the planned railway ser-
vice as much as possible.

The general KPIs for the core functionalities of a
TM module are usually the frequency at which it
refreshes the traffic status and other relevant data it
considers, and its response time for producing/pro-
posing a solution to considered problem.

Continued

KPI MTBF (Mean Time Between

Failures)

KPI description total uptime / number of failures

Related requirements Req. 4

KPI MTTR (Mean Time To

Recovery)

KPI description total downtime / number of

failures

Related requirements Req. 4

KPI Measured pass rate (%)

KPI description Pass rate within OPTIMA plat-

form should above 99.9%

KPI Effective pass rate

KPI description Effective pass rate identifies

events and performance issues

that cause timeouts, latencies,

and other problems that affect

end-users.

(continued)

Continued

KPI Effective error rate

KPI description Effective error rate determines

the percentage of API calls

that fail, which is often caused

by code failures and slow

responses.

KPI Average latency

KPI description Average value of data latency

between send and receive.

Average latency for Railway

Business Services entities and

operators’ workstation should

below 500ms.

Average latency for AF, DBs,

external services should up

to 1 s.
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Requirements for interfaces. To enable uniform data
exchange between all the components and the IL,

all the interfaces shall be developed with respect to
the designed CDM (structures, attributes, unions,
etc.).31 Typical requirements for the interfaces and

KPIs are shown below:
Req. 7 The serialisation method of low-level APIs

should allow the representation of at least the follow-
ing basic data types: Variable length string, 8 bits

signed integer, 32 bits signed integer, 128 UUID,
Boolean, Simple (32 bits) and double (64 bits) preci-
sion floating point (IEEE 754). The following basic

types, unsigned integer 8 bits, 32 bits and 64 bits can
be used in the CDM to indicate that the negative
values are not authorised, but the most significant

bit (MSB) can never be set.
Req. 8 The communication platform should allow

applications and modules to create and delete individ-
ual Key/Value Pair in the data grid. Type (class in

CDM) must be specified when a Key/Value Pair is
created.

Req. 9 For each of the following language, C,
Cþþ, Java, C#, if a module of AF or IL is using
the CDM-Mapping-API, then the implementation

must be generated (using a code generator) from the
XML file defining the CDM.

Req. 10 For each of the following languages, C,
Cþþ, Java, C#, the representation of structures, enu-

meration, attributes of structures and their presence,
sequences, unions, basics data types and reference to
other Key/Value Pairs should be the same (but it can

be different for two different languages) for all imple-
mentation of the communication platform.

Requirements for TM modules

Since more than one TM modules are to be tested, the
requirements for TM modules may be different due to
their diverse objectives. As a result, the KPIs for TM
modules should be specifically designed with respect
to their own requirements and objectives, in this sec-
tion, only the general requirements for the TM mod-
ules are discussed.

In general, a TMmodule used to make the platform
functional for testing of the platform, or a TM module
under test, shall be embedded into the AF within the
OPTIMA communication platform, however, it might
also be hosted externally and interfaced with the plat-
form. The real-time status of railway traffic will bemon-
itored by the TMmodule, via data transferred through
the IL, at the required frequency and analysed with its
own processing algorithms. If any hazard, conflict, dis-
turbance, disruption, etc. is detected by the TMmodule
within its traffic management area, the TM module
should provide its solution to the considered problem
within a specified time period. The scope of a TM
module is mainly classified with respect to a specific
time scale (i.e. a time period in the future)32 as follows:

• Time scale 1, for the rail operations up to 45 mins
in the future, where the objective is usually to min-
imising delays of trains.

• Time scale 2, for the rail operations between 10-15
min and 2-3 hours in the future, where the objec-
tive is usually to minimise passenger waiting times
at stations.

• Time scale 3, for the rail operations covering at
least 2 hours in the future, the objective of which
is usually the recovery of the planned railway ser-
vice as much as possible.

The general KPIs for the core functionalities of a
TM module are usually the frequency at which it
refreshes the traffic status and other relevant data it
considers, and its response time for producing/pro-
posing a solution to considered problem.

Continued

KPI MTBF (Mean Time Between

Failures)

KPI description total uptime / number of failures

Related requirements Req. 4

KPI MTTR (Mean Time To

Recovery)

KPI description total downtime / number of

failures

Related requirements Req. 4

KPI Measured pass rate (%)

KPI description Pass rate within OPTIMA plat-

form should above 99.9%

KPI Effective pass rate

KPI description Effective pass rate identifies

events and performance issues

that cause timeouts, latencies,

and other problems that affect

end-users.

(continued)

Continued

KPI Effective error rate

KPI description Effective error rate determines

the percentage of API calls

that fail, which is often caused

by code failures and slow

responses.

KPI Average latency

KPI description Average value of data latency

between send and receive.

Average latency for Railway

Business Services entities and

operators’ workstation should

below 500ms.

Average latency for AF, DBs,

external services should up

to 1 s.
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KPI Refresh frequency of traffic status

KPI description Time scale 1: 1min,

Time scale 2: 5min,

Time scale 3: 10min.

KPI Resolution rate

KPI description Time scale 1: 10 seconds,

Time scale 2: 5min,

Time scale 3: 10min.

Validation setup

The main purpose of validation setup is to ensure all
the essential preconditions for every test scenario are
ready. For the validation of the communication plat-
form demonstrator and the novel TM modules, the
validation setup should ensure.

• All the components within the communication
platform.

• The interfaces between the IL and other compo-
nents are available and configured.

• All the physical connections between IL and other
components, as well as their connections to power
supply are ready.

For the second stage of the validation process, the
validation of novel TM modules, the preconditions
are the same as the first stage. Moreover, in the
second stage the communication platform shall pro-
vide a virtual environment for the tested TM mod-
ules; as a result, the communication platform should
provide essential information regarding the railway”
network including railway infrastructure, rolling
stock, scheduling, etc. which is saved in DBs.
However, not all these data are available and digital-
ised, there are mainly two challenges: (1) some data
are documented by infrastructure managers with
paper files, PDF documents and screenshot, they
are not able to transfer into digital version automat-
ically; (2) some data are not available and require
substitution with representative mock data. For the
available data, they are transcribed manually and
saved into DBs. For the data which is not available,
data representative of the missing data is generated
for the purpose of the validation testing. The infra-
structure data for validation includes energy compo-
nents, station and track components, route
components, operational control point, signal posi-
tion, signalling and control components and their
ETCS levels, vehicle type, train timetables, etc. That
the representative or mock data used as a substitute
for missing data might not be absolutely accurate
compared to the section of infrastructure considered
for the test scenarios is not a significant issue in the
context of the OPTIMA, as the performance of the
systems will be assessed based on the response to
the data present in the DB. Provided the data is rep-
resentative enough of the test scenario that there is no

conflicts with other data sources, that is sufficient.

The entire process for infrastructure digitalisation is

shown in Figure 2.
Furthermore, the test scenario will be implemented

by inputting the scenarios parameters, live, pre-

recorded as-live and mock data from the test route

represented in the testing environment, and other sour-

ces, which representing normal operations and specific

test cases (i.e., artificial hazard, conflict, disturbance,

disruption, etc. in railway operation) for the commu-

nication platformdemonstrator andTMmodule under

test to respond to. The solution generated by target TM

module will be transmitted to operator’s workstation

for the authorisation of human dispatchers, and the

process and outputs will be recorded in a log file for

analysis. This sort of setup is for tests with the full plat-

form including a TM module, the setup for other tests

might be simpler, for example testing of IL communi-

cation might focus only on the communication process

where the content of the data is not significant, only the

handling of it.

Test scenario generation

A test scenario describes the detailed parameters,

inputs and steps for a validation test, for which a

requirement or requirements against one or more

KPIs are defined. For some of the test scenarios for

Figure 2. Flow chart for railway infrastructure digitization.
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validation of the communication platform demon-

strator, there are already sophisticated approaches

for the design of the test scenarios. The approach to

the design of tests relating to MTBF for the commu-

nication process of the IL is presented further, as an

example.
Typical testing approach for the Mean Time

Between Failure (MTBF) is Quantitative

Accelerated Life Test (QALT). The QALT is a pro-

cess which tests a product by subjecting it to a specific

condition in excess of its normal service parameters in

an effort to uncover faults and potential modes of

failure in a short amount of time.33 In the context

of OPTIMA communication platform, the availabili-

ty is expected to be 24*7 which means the communi-

cation platform shall always be available to support

data exchange, though it could have connection or

delivery failures in practice. However, the IL should

at least be able to stay within defined performance

limits until the next regular maintenance, and the

time period for regular maintenance is Tmain, which

is usually half a year (6months); the time period

between failures should always longer than Tmain.

Furthermore, to test the MTBF for the communica-

tion platform under QALT, the data to the IL will be

fed with a frequency near its max. capacity, fmax; we

assume the frequency on data exchange for the

normal workload is fnor. Then, the expected time

period between failures should be larger than

TQALT ¼ Tmain
fnor
fmax

under QALT (see Figure 3).
If a neighbouring detected uptime and downtime

for the communication platform are tup and tdown,

respectively, then the time between failure becomes

tdown � tup. So, a single test scenario for MTBF is

designed as: continuously feeding the IL with data

(communication process) at fmax until the communi-

cation platform fails on receiving and/or delivering

data. The whole process should be monitored and

saved as a logfile; once a failure is detected, the devel-

oper should recover/reset the IL for next test round.

The test scenarios shall cover all possible data trans-

mission within IL and the MTBF value under QATL

test is decided as the average value of the time to
failure of all the test scenarios. The data used in
each scenario for testing the communication process
can be mock data transmitted from one end to the
other within the communication platform, which the
involved entities might respond to differently than
data relating to, or representing, the realistic move-
ment of trains, in order to achieve sufficient frequency
of communication to complete the tests within a rea-
sonable timescale.

Regarding to the validation of TM modules which
are usually software-based applications, the testing on
TM modules, as well as their novel functionalities, is
performed using the Software-in-the-Loop (SIL)
approach. A closed loop for TM modules testing
can be organised with the IL and all the surrounded
entities. In general, the railway status data is collected
by the railway business services and published into
the IL, and the data will be collected by the AF
(with TM module) and operator’s workstation, and
all the required data of railway infrastructure, rolling
stock, timetable, etc. are loaded from DBs by the
target TM module for it to process and make a deci-
sion (traffic management solution). The parameters
and data (such as train movements and timetables)
are embedded in the railway business services entity
or external services entity to generate and feed the
designed scenario to the virtual environment. The set-
ting of the scenario parameters should reflect the spe-
cific scenario in practice, there are two ways to model
the scenarios: (1) using historical data; i.e., logfile are
saved daily and include incidents such as train delay,
signal loss, connection break, etc. which can be used
in each test scenario to mock practical disturbances in
railway operation (2) generating artificial scenarios by
appreciate distribution; i.e., artificial data can be used
when historical data is not enough, or simulating
some extreme cases which rarely happen in practice.

Test execution and evaluation of results

All the test scenarios will be executed according to the
sequence specified in the planning stage. For the

Figure 3. The calculation of time between failure on normal condition and QALT.
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validation of the communication platform demon-

strator, there are already sophisticated approaches

for the design of the test scenarios. The approach to

the design of tests relating to MTBF for the commu-

nication process of the IL is presented further, as an

example.
Typical testing approach for the Mean Time

Between Failure (MTBF) is Quantitative

Accelerated Life Test (QALT). The QALT is a pro-

cess which tests a product by subjecting it to a specific

condition in excess of its normal service parameters in

an effort to uncover faults and potential modes of

failure in a short amount of time.33 In the context

of OPTIMA communication platform, the availabili-

ty is expected to be 24*7 which means the communi-

cation platform shall always be available to support

data exchange, though it could have connection or

delivery failures in practice. However, the IL should

at least be able to stay within defined performance

limits until the next regular maintenance, and the

time period for regular maintenance is Tmain, which

is usually half a year (6months); the time period

between failures should always longer than Tmain.

Furthermore, to test the MTBF for the communica-

tion platform under QALT, the data to the IL will be

fed with a frequency near its max. capacity, fmax; we

assume the frequency on data exchange for the

normal workload is fnor. Then, the expected time

period between failures should be larger than

TQALT ¼ Tmain
fnor
fmax

under QALT (see Figure 3).
If a neighbouring detected uptime and downtime

for the communication platform are tup and tdown,

respectively, then the time between failure becomes

tdown � tup. So, a single test scenario for MTBF is

designed as: continuously feeding the IL with data

(communication process) at fmax until the communi-

cation platform fails on receiving and/or delivering

data. The whole process should be monitored and

saved as a logfile; once a failure is detected, the devel-

oper should recover/reset the IL for next test round.

The test scenarios shall cover all possible data trans-

mission within IL and the MTBF value under QATL

test is decided as the average value of the time to
failure of all the test scenarios. The data used in
each scenario for testing the communication process
can be mock data transmitted from one end to the
other within the communication platform, which the
involved entities might respond to differently than
data relating to, or representing, the realistic move-
ment of trains, in order to achieve sufficient frequency
of communication to complete the tests within a rea-
sonable timescale.

Regarding to the validation of TM modules which
are usually software-based applications, the testing on
TM modules, as well as their novel functionalities, is
performed using the Software-in-the-Loop (SIL)
approach. A closed loop for TM modules testing
can be organised with the IL and all the surrounded
entities. In general, the railway status data is collected
by the railway business services and published into
the IL, and the data will be collected by the AF
(with TM module) and operator’s workstation, and
all the required data of railway infrastructure, rolling
stock, timetable, etc. are loaded from DBs by the
target TM module for it to process and make a deci-
sion (traffic management solution). The parameters
and data (such as train movements and timetables)
are embedded in the railway business services entity
or external services entity to generate and feed the
designed scenario to the virtual environment. The set-
ting of the scenario parameters should reflect the spe-
cific scenario in practice, there are two ways to model
the scenarios: (1) using historical data; i.e., logfile are
saved daily and include incidents such as train delay,
signal loss, connection break, etc. which can be used
in each test scenario to mock practical disturbances in
railway operation (2) generating artificial scenarios by
appreciate distribution; i.e., artificial data can be used
when historical data is not enough, or simulating
some extreme cases which rarely happen in practice.

Test execution and evaluation of results

All the test scenarios will be executed according to the
sequence specified in the planning stage. For the

Figure 3. The calculation of time between failure on normal condition and QALT.
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validation of the IL, all the data exchange in the
interfaces and the data flow within the IL will be
monitored and saved as a logfile. For the validation
of TM modules, the test subject TM module will
detect the status of the relevant aspects of the scenar-
io, then, for example, when it detects a deviation from
the timetable, or the mechanical failure of a train, it
generates a solution and transmit it to operator’s
workstation. In practice, the solution should be
authorised by operator staff to be implemented, how-
ever, the virtual testing environment does not feed-
back to the real network it represents and receives
data from, therefore the solution will not be imple-
mented. The data flow within the interfaces, and gen-
erated solution will be saved in logfiles, which will be
used for evaluation. If the requirements for the system
or component/module under test are not satisfied,
revisions to the items under test, and further itera-
tions of testing and analysis might be required.

Conclusions

A communication platform for the next generation
railway TMS that is developed by the Shift2Rail
OPTIMA project is presented and discussed in this
paper. The development of the communication plat-
form enables a standardised data exchange between
TMS and several services supporting TMS applica-
tions and new interfaces for additional rail business
and information services. The development of
OPTIMA communication platform enables standard-
isation and scalability of existing railway TMS and
provides standardised interfaces for external railway
services. The communication platform also provides a
virtual environment to validate novel TM applica-
tions developed by other Shift2Rail projects.

The systematic approach for the validation of
TMS through the communication platform is also
discussed in this paper, including the validation of
the communication platform and the novel TM mod-
ules input from other Shift2Rail projects. The whole
validation process is organised as several steps, i.e.,
requirements analysis, validation planning and setup,
test scenario generation, execution and evaluation.
Detailed validation tests will be executed in future
work, and OPTIMA communication platform will
be delivered as part of a technical demonstrator for
future railway TMS.
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