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Abstract

The remarkable success of Artificial Intelligence in advancing automated decision-making is evident both in academia and
industry. Within the plethora of applications, ranking systems hold significant importance in various domains. This paper
advocates for the application of a specific form of Explainable Al—namely, contrastive explanations—as particularly well-
suited for addressing ranking problems. This approach is especially potent when combined with an Evaluative Al methodology,
which conscientiously evaluates both positive and negative aspects influencing a potential ranking. Therefore, the present
work introduces Evaluative Item-Contrastive Explanations tailored for ranking systems and illustrates its application and
characteristics through an experiment conducted on publicly available data.
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Introduction

In today’s landscape, the practice of ranking individuals
has become ubiquitous and pervasive. This ranking process
finds its application in a multitude of scenarios, ranging
from determining creditworthiness [ 1], suitability for college
admissions or employment, or even assessing attractiveness
in the context of dating [2]. Unlike traditional scenarios
where the objective is to categorically differentiate, e.g.,
between suitable and unsuitable items, ranking involves the
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arrangement of items based on their relative merits. This dis-
tinction becomes particularly relevant in contexts where a
constrained number of items can be accommodated within
the final selection.

Consider the scenario of a traditional credit application
process. Normally, financial institutions endeavor to pro-
vide loans to all clients with the capacity to repay the
borrowed funds. However, the decision-making approach
shifts when the bank is constrained by a predefined limit
on the number k of clients to whom loans can be granted.
This constraint necessitates a ranking process—the task of
prioritizing potential borrowers based on their creditwor-
thiness. This involves not only distinguishing appropriate
clients from inappropriate ones but also arranging them in
an order that matches the k available loan slots. In essence,
ranking emerges as a mechanism to optimize the allocation
of resources, especially when the number of deserving indi-
viduals exceeds the allocation capacity.

It is worth noting that while the concept of ranking is
closely related to recommendation, the two are not inter-
changeable. Recommendation systems refer to applications
in which users exclusively access the top-k items that result
from the ranking process—e.g., the top 5 suggested movies
[3, 4]. On the other hand, the ranking problem concerns sce-
narios where the interest is placed on the top-k elements, but
users have access to information about and the ranks of all the
items under consideration. A similar distinction is implied by
[5], who talk about non-competitive vs. competitive ranking

@ Springer


http://crossmark.crossref.org/dialog/?doi=10.1007/s12559-024-10311-2&domain=pdf

3036

Cognitive Computation (2024) 16:3035-3050

problems. This work focuses on the latter context, and as a
result, our assertions cannot be directly applied to pure rec-
ommendation problems.

As it is the case for many automated decision-making,
Machine Learning (ML) currently represents one of the best
alternatives to generate efficient and optimized rankings, and
it has become a prevalent practice to address this challenge
[6]. As ML models increasingly interact with humans, who
hold the ultimate decision-making responsibility, the concept
of eXplainable AI (XAI) has gained significant prominence
alongside the advancement of Al technologies [7]. Indeed,
ML models, in particular the most advanced ones, such as
Deep Neural Networks (DNN), are opaque concerning the
mechanisms through which their output is related to given
inputs: this is the well-known black-box effect. XAl research
represents the effort to come up with techniques to make the
outcomes of non-interpretable ML models more and more
comprehensible, facilitating the inclusion of human involve-
ment through Human-in-the-loop (8], Human-on-the-loop
[9]1, and Human-in-Control [10] approaches. Moreover, XAl
could help reduce biases resulting from the use of Al systems,
allowing for an ethical analysis of the model in use [11]. Par-
ticularly in the context of ranking, a common bias, known as
position bias [12], emerges due to an item’s position: higher-
ranked items significantly influence user perception, being
more likely to be examined and selected by users, even in
cases of unreliable system [13, 14].

Significant advancements have emerged in the develop-
ment of XAl techniques that align with human cognitive pro-
cesses, such as contrastive and counterfactual explanations.
Significant advancements have arisen in the field of XAl that
align with human cognitive processes. These include tech-
niques like contrastive and counterfactual explanations [15,
16] and Granular Computing [17], which organizes intricate
information into granules—each containing closely related
internal details but loosely connected to external data.

In the field of XAl there seems to be an overlap in the con-
cepts of contrastive and counterfactual explanations [18].
However, they may not be epistemically equivalent. Table
1 helps to better understand the distinction between these
concepts based on the problem. Specifically, contrastive
explanations facilitate human comprehension by shedding
light on the rationale behind choosing one outcome over
another. This form of explanation is widely recognized as

both effective and easily understandable. However, these
explanations are well-defined and formalized primarily for
classification problems, where the contrastive explanation is
based on the relative position of instances with respect to the
decision boundary. In the context of rankings, to the best of
our knowledge, this concept still lacks proper formalization.

Contributions The main contribution of this work is to intro-
duce and formalize contrastive explanations in the context
of ranking problems. To enhance the support for human
decision-making while mitigating the impact of position bias,
we align our formalization with the paradigm of Evaluative
Al, proposed by [19].

We call such an approach evaluative item-contrastive
explanations. We delineate four general steps to obtain
evaluative item-contrastive explanations, adhering to the
principles of a good explanation outlined in [20].

Since Evaluative Al aims to provide users with the pros
and cons linked to decisions proposed by automated systems,
it is necessary to follow Granular Computing principles [21],
which assist in organizing complex information accordingly.

Furthermore, we exemplify the practical implementa-
tion of this framework using a linear model and present
experimental results across diverse domains to establish the
generalizability of the approach. The first experiment per-
tains to its application within the domain of recruitment [22],
while the second examines its efficacy in addressing credit
card churn [23]. Both datasets employed in these experiments
are openly accessible. Upon publication, we will provide
details on code implementation to allow the reproducibility.

Given that this work represents the first attempt to derive
contrastive explanations for ranking problems, we hope that
it will lay the groundwork for future research in this area.

Background on Explainability

Understanding the reasons for explanations, the character-
istics of a good explanation, and the distinction between
contrastive and counterfactual explanations provides the nec-
essary groundwork for formalizing our proposal to enhance
interpretability in ranking systems. Furthermore, we will
present the recent line of work on explainability towards

Table 1 Synthetic conceptual representation of how counterfactual and contrastive explanations articulate with different types of problems. Further
details and bibliographic references will be provided in “Background on Explainability” section

Problem Counterfactual XAI Contrastive XAl

Classification What to change in input to obtain a different classification Why a specific classification occurs instead another
Recommendation What to change in input to obtain a different recommendation Why a specific recommendation occurs instead another
Ranking What to change in input to Obtain a overall different rank No proper formalization
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Evaluative Al, a paradigm we believe is the most suitable
to follow in shaping our proposal.

Reasons for Explanations

Explanations of outcomes in a decision-making process are
useful from several perspectives, including [24]

e Explain to justify: to justify the decisions made using an
underlying model. Explaining the reasons behind deci-
sions enhances their justifiability and helps build trust
among stakeholders.

e Explain to discover: to support the extraction of novel
knowledge and the discovery of new relationships and
patterns. By analyzing the explanations provided by Al
systems, researchers can grasp hidden mechanisms and
gain a deeper understanding of the data and underlying
processes and phenomena.

e Explain to control: to enhance the transparency of an
outcome, proactively confirming or identifying poten-
tial issues. Understanding system behavior provides
increased visibility over potential vulnerabilities and
flaws, facilitating rapid error identification and correc-
tion. This enhanced control empowers better system
management

e Explain to improve: to aid scholars and practitioners in
improving the accuracy and efficiency of their models.
By analyzing the explanations, insights can be gained on
how to enhance the model’s performance and make it
more effective in its intended task.

What is a Good Explanation

We here rely on the analysis proposed by [20], according to
which humans perceive an explanation as good when it pos-
sesses four key properties: to be contrastive, selected, social,
and not to rely on probabilities and statistical relationship
when presenting explanations.

Contrastive explanations are designed to shed light on
why a particular input yields a specific output instead of
an alternative output [25]. They provide insights into the
factors differentiating the chosen outcome from alternative
possibilities.

Providing selected explanations means that good expla-
nations should not include all the reasons that are causing an
output: giving a complete account would typically require
too much information, most of which would not be rele-
vant for a given context and purpose. Therefore, a good
explanation should consist of a limited but relevant subset
of such information. People generally expect explanations
that offer a concise and focused account of causative factors,
as excessively lengthy explanations might be confusing or
challenging to grasp. Existing work has already looked at

selecting which features in the model were important for a
decision, based on local explanations [26, 27] or on informa-
tion gain [28, 29].

Explanations are more effective when they are set in the
landscape of the recipient’s existing beliefs and values. It
is crucial for explanations to be tailored to the social con-
text of the evaluator [25]. This entails not only fitting the
individual’s knowledge but also accommodating their self-
perception and surroundings. In some cases, a mismatch
between explanation and expectation can lead to under-
reliance and significant loss of trust despite Al system
performance [30].

To effectively communicate explanations, one should
avoid incorporating probability and statistical arguments, as
humans struggle with handling uncertainty [20]. Probability
and statistics do not provide a clear intuition to most individ-
uals, thus they represent a poor strategy to explain anything.

Contrastive Explanation

The main reference for the concept of contrastive explanation
is [31]. The basic idea of giving a contrastive explanation of
P is that of explaining why P rather Q, where P is the fact
that obtained and Q is a hypothetical fact that did not occur.
In order to explain P, a contrastive explanation points to the
differences in the causal histories of P and Q (that plausi-
bly made the first event happen, instead of the second). It is
important to note that contrastive explanations are inherently
perspectival, being relative to a defined pair made of a fact
and a hypothetical fact. This perspectival nature implies that
each explanation may vary, offering distinct informational
content. It is debated whether the fact and the hypotheti-
cal fact of a contrastive explanation should be incompatible.
Intuitively, they may not always be incompatible. However,
in our context of ranking problems, we may assume that facts
and hypothetical facts are indeed incompatible due to the
constraints in ranking systems. For example, when dealing
with the positions of items in a ranked order, practical con-
siderations often lead to the imposition of restrictions, such
as the prohibition of two items occupying the same position
in a rank. Consequently, admissible contrastive explanations
are typically confined to those presenting incompatible items
or events.

Different kinds of contrastive explanations are recognized
in the literature [20]. The more common approach is P-
contrast, which consists in posing the question of why the
item a has a certain property P, rather than Q. This approach
aligns with the standard fact-foil structure discussed above.
Additional approaches include O-contrast [32, 33], inquiring
why does the item a have property P, while item b has prop-
erty Q, and T-contrast [34] where the question is why does
the item a have property P at time #, but property Q at time
t+6?
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In our formalization, detailed in “Formalizing Item-
Contrastive Explanation in Ranking” section, we will extend
upon the concept of O-contrast, specifically tailored to
address ranking problems. This involves asking why item
a has been ranked higher than item b.

Notice that the contrastive approach in ranking repre-
sents a fine-grained form of explanations: namely, it works
at the level of specific couples of items. Indeed, contrastive
and counterfactual explanations help clarify Al decisions by
highlighting why one particular outcome was chosen over
another. In this respect, Granular Computing [21, 35]—a
paradigm that organizes complex information into granules,
where each granule contains closely related internal informa-
tion but is loosely connected to external data—naturally fits
to Contrastive approaches to XAl By merging the paradigm
of Granular Computing with Contrastive and Counterfac-
tual Explanations, XAl can be made more accessible and
impactful, tailoring explanations to match human cognitive
processes and diverse levels of expertise. This integration
simplifies the complexities of Al decisions into more compre-
hensible segments, boosting user understanding, trust, and
transparency in Al systems.

The Evaluative Al Paradigm

Typical implementations of XAl techniques, including those
providing contrastive explanations, result in systems that
return the recommended output together with its (contrastive)
explanation. As argued in [36], this is likely to be a limited
approach. A more effective strategy for high-stakes deci-
sions would be to shift from recommendation-driven decision
support to hypothesis-driven decision support, as proposed
by [19]. Miller [19] calls his proposed paradigm “Evalua-
tive AI”: in short, instead of presenting reasons for a certain
outcome or recommendation—e.g., why item a is preferable
(or has a higher place in ranking) with respect to item b—
evaluative implementation of contrastive explanation would
present reasons for and against each of the two items.
Notice that Evaluative Al is still explainable Al, as [19]
clarifies. This paradigm is particularly well-suited for assess-
ing and navigating trade-offs between different factors. In
ranking problems, the score assigned to each item has mean-
ing only relative to that of all the other items. For this reason,
we believe ranking problems to be quite a natural setting for
a contrastive explanation within the Evaluative Al paradigm.
This approach is more effective for decision support because,
as argued by [19], it aligns with the cognitive decision-
making process that people use when making judgments and
decisions, it has the potential to effectively reduce biases
that affect decisions based on rankings. In particular, it could
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counteract the negative influence on the cognitive decision-
making process of the position bias, which arises from the
very nature of the ranking framework, especially under the
no-ties assumption.

Related Works on Counterfactual and Contrastive
Explanation in Ranking

In the domain of contrastive and counterfactual explanations,
a significant portion of the literature in supervised ML is
dedicated to explaining classification and regression models
[see, e.g.,18, 37]. Relatively less attention has been devoted
to understanding and explaining the ranked outputs produced
by these models [38]. The most notable exceptions are the
works by [39] and [40].

Even if there is considerable overlap between ML models
designed for classification and those designed for ranking,
we want to stress the fact that contrastive and counterfac-
tual examples designed for classification models may not
be directly applicable to ranking systems. In the context
of counterfactuals in ranking, the challenge extends beyond
explaining what needs to be changed in order to receive a
different outcome, as it is crucial not only to understand the
impact of changes in a single item on its ranking but also
to discern how alterations in one item reverberate and influ-
ence the rankings of other items in the list. Salimiparsa [39]
contributes to adapting existing counterfactual explanations
to suit ranking purposes: unlike traditional methods, the pro-
posed approach integrates the position of an item in the list,
investigating how modifications to the item can impact its
ranking. The main objective is to determine the minimum
change required for an item to secure a different rank com-
pared to other items on the list.

Tan et al. [40] builds on the literature of counterfactual
explanations and applies it in the context of recommen-
dation systems. In this way, they apply a contrastive-type
explainable Al technique to something very similar to a rank-
ing problem (even if not quite the same, as we argued in
the Introduction).

To the best of our knowledge, besides the works of [40]
and [39], no other significant contributions have been made in
the literature regarding contrastive and counterfactual expla-
nations of ranking systems. Our work aims to address this
gap by concentrating on contrastive explanations rather than
solely focusing on counterfactual ones. Specifically, we strive
to adapt the existing approach for contrastive explanation to
the context of ranking, with a shift in focus from the foils to
the items, thus enhancing the understanding of the underlying
mechanisms within ranking systems.
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Formalizing Item-Contrastive Explanation
in Ranking

Setting the Stage: How Ranking Systems Work

We here introduce the typical setting of ranking problems.
To illustrate our setup, we hereafter leverage the example of
selecting candidates for a company job interview, without
loss of generality.

Let D = {di,...,d,} denote the set of n candidates
supposed to be organized in a ranking list. Each individual
is identified by a set of p relevant attributes (e.g., skills)
for performing a specific task that we label with X; =
(X} ... xD.

The goal is thus to assign to each candidate d; a score Y;
that induces a (desired) permutation 7 of the elements in D.
By j = m;, we denote the individual 7 in D that is assigned
to the position j in the rank, where j = 1,2, ..., n.

In general, a better position in the rank denotes a better
utility of the item for the user [41, 42]. In typical ranking
applications, users are interested in a sub-ranking containing
the best k < n items of &. In our example, the company’s
hiring team (the user) is interested in sorting candidates based
on their suitability for the vacant position and choosing the
best k to invite for an interview, k being constrained by the
time and resources the company can afford to spend in the
hiring process.

Item-contrastive explanations can assist the hiring man-
ager in justifying and understanding why one candidate was
positioned more favorably than another within a given pair
of candidates. The goal is to enhance the freedom of action
of the user by providing her information to eventually act on
the members of the sub-ranking and change their position.

Evaluative Contrastive Reasoning

We want to focus on a specific type of contrastive explana-
tion, namely the one trying to answer the following question:
“Why has item a been ranked higher than item b?”.

Since in ranking problems, the position of item a in the
ranking list is determined not only by the score assigned
to a (Y,), but also by the scores assigned to all the other
items, or, better by the contrast between Y, and the other

items’ scores, the proper explanation is grounded in the con-
cept of O-contrast explanation, which highlights the contrasts
between objects (items in our context). As outlined by [32],
an effective O-contrasts explanation takes the form:

“Object a has property P, while object b has property
P’ because a has properties X1, ..., Xn which object b does
not have”.

In our scenario, relevant are all those differences between
a and b that mattered for the assignment of the respective
rankings. In particular, an explanation for a given case would
be of the form “a has been ranked in a better position than b
because a exhibits certain properties that b does not have (or
has less)”.

However, answering “why has item a been ranked higher
than item b?” using just the reasons in favor of the candidate
ranked in the higher position could enforce the bias to the user
already given by the position in the rank. Aware of these risks,
we are aligned with [19] in thinking that this approach could
shrink the space the user has for autonomous reflection, espe-
cially in cases of high-stakes decisions. As a consequence,
her degree of control over the final outcome may be reduced.
To adjust this form of explanation, we want to put the user
in the position to perform further reasoning. To do so, we
propose an evaluative contrastive explanation in ranking that
mentions also the attributes in which item b scored better
than item a but were weighted with lower importance by the
ranking algorithm. The form we propose is, therefore, the fol-
lowing: a has been ranked in a better position than b because
a exhibits certain attributes or characteristics that b does not
have (or has less); however, b exhibits certain attributes or
characteristics that a does not have (or have less), albeit with
relatively lower importance assigned by the system.

General Approach for Implementation and
Application with Linear Model

We focus on proposing guiding principles for the design
and development of XAI approaches in line with our con-
ceptualization of evaluative item-contrastive explanation,
integrating the principles for a good explanation outlined
in “What is a Good Explanation” section. In particular,
we define the four steps for implementing a good evalua-
tive item-contrastive explainer represented in Fig. 1, to build

1) Identifying the 2) Determining the

3) Defining criteria to
order the differences
between contrasted

4) Establishing criteria
for selecting the

A 4

A 4

differences between
contrasted items

pros associated with
each contrasted item

4

information to present

items based on their
to the user

importance

Fig.1 TIllustration of the four general steps to follow for implementing an evaluative item-contrastive explainer in line with the principles of a good

explanation
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an explanation that is selected, contrasted, and evaluative.
These steps serve as general guidelines independently from
the explainer adopted.

Furthermore, we present a proposal for concretely imple-
menting these four steps starting with a rank created from
a Logistic Regression (LR) model. The choice of the LR is
motivated by its status of interpretable model, as acknowl-
edged by the literature [43—45]. Therefore, we can showcase
our proposed approach without the risk of complicating our
exemplar analysis with technicalities specific to a given XAI
or ML method. Additionally, LR is frequently utilized in con-
junction with complex black-box models to provide insights
and explanations regarding their underlying decision-making
processes [46].

Identifying the differences between contrasted items For a
linear model, the overall discrepancy between items a and b
can be expressed as

P p
Aap =) A4, = aaxi —xp), (1)
d=1 d=1

where p is the total number of features and ¢ is the weight
associated by the LR to each feature d. x;l and xg represent
the values of the regressor x? associated to items a and b,
respectively.

Determining the pros associated with each contrasted
item The linear nature of LR streamlines the identifica-
tion of pros and cons for each item. A positive coefficient
ag in LR, assigned to a specific feature, implies that
higher values of that feature correspond to higher assigned
scores. Conversely, a Negative Coefficient (NC) indicates
an advantage—in terms of score—for the item with a lower
value. As a consequence, a positive AZ ;, implies a pro for
candidate a (and a con for item b) due to feature d, while a
negative value has the opposite effect.

Defining criteria to order the differences between con-
trasted items based on their importance A natural criterion
is to compute the importance of each contribution to the over-
all difference as

1AL | = log (xd = X)) )

In this way, importance is contingent on both the magnitude

of the weight assigned by the LR |y | and the extent of differ-

ence between the raw feature values of the two items, namely
d d

lxg — xp |-

Establishing criteria for selecting the information to present

to the user This step is due to the need to reach a bal-
ance between offering a concise and selected explanation

@ Springer

to the users while at the same time providing sufficient
information for them to make a well-informed evaluation
of the items under investigation. Therefore, it is clear that
the final configuration embedding this trade-off can only
be context-dependent. However, technically, it is possible to
offer configurable methods to facilitate this decision-making
process. These methods could be configured to select the top
z features for each contrasted item or to pick the top feature
that covers a minimum level of cumulative importance. Fur-
thermore, a mixed method can be implemented: selecting the
top features that meets a minimum threshold of cumulative
importance, and additionally, including a minimum number
of features as pros for the item if they were not included based
on the initial criterion.

The set of presented differences should be relevant for the
social context and the organizational culture of the intended
user. This involves both the format used to present the expla-
nation and the pertinence of its content with respect to the
background knowledge of the recipient. This is a require-
ment that extends beyond the type of implementation used
to generate the ranking algorithm and depends on the con-
text of the application and its respective users. In line with
the insights from [47], we suggest adopting natural language
explanations and visual representation to expose the differ-
ences between contrasted items.

In particular, the textual description should be designed
to empower human decision-making by promoting a com-
prehensive evaluation of both candidates, enhancing the
understandability of the information. The explanation’s sole
focus should be on accentuating the disparities between the
items. Consequently, it should deliberately maintain con-
ciseness, employ straightforward syntax, and refrain from
including numerical data and percentages. It is recommended
to avoid using judgmental (e.g., right/wrong, good/bad) or
qualifying (e.g., solid, interesting, worth noting) expressions,
alongside refraining from employing expressions implying
algorithmic endorsement, which may potentially influence
the user’s perception [48].

In the upcoming section, we present examples of the eval-
uative item-contrastive approach, including both textual and
graphical representations, applied to real-world scenarios.

Experiment
General Setting

In order to illustrate the generalizability of the evaluative
item-contrastive explanations approach, we have investi-
gated its efficacy across two distinct domains, utilizing
open-source datasets to underscore the reproducibility of the
results obtained.
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The first investigation focuses on the recruitment process
of recent MBA graduates from an Indian college, presenting
a scenario wherein a recruiter is constrained to select only
a predetermined number of candidates. This analysis is con-
ducted on the Campus Recruitment dataset [22]%.

The second experiment explores customer churn within
the credit card industry, whereby churn denotes the cessation
of card usage and subsequent closure of the associated credit
card account. Here, we simulate the role of an employee
tasked with retention efforts under budget constraints. The
study employs the Credit Card Customer dataset [23]°.

In each experiment, we introduce the input dataset, the
designated target variable and a brief description of the data
preparation phase.® As elucidated in “General Approach for
Implementation and Application with Linear Model” sec-
tion, in both scenarios, we exploited an LR model to forecast
the placement of an item on the basis of the values of sev-
eral features. More precisely, to attain the dual goals of
dropping non-significant features and reaching satisfactory
performances, a pre-processing phase of backward step-wise
feature selection has been used. In particular, we employed
the p-value as a metric to choose the candidate feature to
be removed at each step and the significance level (p-value
less than 5%) as a criterion whether to retain or drop the
selected feature. Furthermore, to enhance the reliability and
generalizability of our experimental findings, we employed
a 5-fold stratified Cross Validation. This approach ensures
that the findings are not dependent on a particular partition
of the dataset.

The LR model is then applied out-of-sample on the
remaining set of candidates to extract the corresponding rank-
ing scores. As a concrete illustration of the item-contrastive
approach, we conduct a comparative analysis of two ele-
ments extracted from this sample, elucidating the guiding
rationale behind their respective positioning through both
graphical and textual means. This textual description is gen-
erated through an automated function.

Experiment 1: Recruitment

The Campus Recruitment dataset on academic and employa-
bility factors influencing placement consists of records on job
placement of 215 students from an Indian University campus.
In particular, it contains information about students’ educa-
tion, from secondary school to post-graduate specialization.
Other information about the education system and the work-
ing experience is also present. The schema of the dataset is

! The dataset is publicly available at Campus Recruitment dataset.
2 The dataset is publicly available at Credit Card Customer dataset.

3 A more detailed discussion of data preparation can be found in the
code used to perform experiments that will be made openly available
upon acceptance.

presented in Table 2. We refer to [22] for additional info on
the data.

In our experiment, we use STATUS as binary target vari-
able (1 placed, 0 not placed). The dataset counts 148 hired
and 67 unemployed students.

During the data preparation phase, categorical features
have been one-hot encoded, while numeric features were
pre-processed via standard scaling in order to make their
coefficients comparable for the evaluative phase. The LR
learned coefficients for the selected features are shown
in Fig.2. Notably, the analysis reveals the significance of
attending commercial or scientific programs during the high
secondary school, along with the grades attained in such stud-
ies. Moreover, students with working experience seem to be
strongly advantaged with the perspective of job placement.
Table 3 displays the rank and the significant features of the
10 candidates with the highest score. In the following, we
shall employ this set of ten candidates as working examples
to showcase our approach.

Constructing Evaluative Item-Contrastive Explanations for
Recruitment

We assume that the resulting rank obtained from the LR
model represents the ordered list of candidates presented to
hiring managers for selecting a limited number (e.g., k = 5)
of candidates for interviews. Following our methodology, we
consider an exemplar scenario in which managers start by
engaging in pairwise comparisons. For instance, a recruiter
may be interested into evaluate the rationale behind the
positioning of candidates ranked at positions 5 (candidate
00079) and 6 (candidate 00188). This particular choice
addresses a larger gap among both the numeric features and
the final score of the items. However, it is paramount to
emphasize that our approach is not reliant on these individual
cases.

Aligning to what delineated in “General Setting” section,
in this showcase, the explanation returned by the system
comprises both graphical comparisons and textual support.
As mentioned in “General Approach for Implementation
and Application with Linear Model” section, the displayed
amount of information depends on the context. In our exam-
ple, given that the number of features considered by the final
model has already been filtered by a feature-selection proce-
dure, a scenario in which all available information is provided
to the user is outlined.

Figure 3 provides a comprehensive explanation by incor-
porating both computed model weights and feature impor-
tance. The graphical depiction showcases feature contribu-
tions, with the length of each bar indicating the magnitude
of the contribution and direction indicating the respective
item to which it is provided. Null bars represent no relevant
contribution for any candidate. In particular, the contribu-
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Table 2 Schema of the Campus Recruitment dataset. For each variable, we report the name along with the description, the data type, and

the domain
Variable Description Type Domain
SL_NO Student id Numeric [1;215]
GENDER Student gender Categorical Female/Male
SSC_P Secondary education percentage grade, 10th grade Numeric [0; 100]
SSC_B Secondary education board of education Categorical Central/others
HSC_P High secondary education percentage grade, 12th grade Numeric [0; 100]
HSC_B High secondary education board of education Categorical Central/others
HSC_S Specialization of high secondary education Categorical Science/Art/Commerce
DEGREE_P Undergraduate degree percentage grade Numeric [0; 100]
DEGREE_T Field of undergraduate studies Categorical Commé&Mgmt/Sci&Tech/others
WORKEX Previous work experience Categorical Yes/no
ETEST_P Employability test percentage Numeric [0; 100]
SPECIALIZATION Type of MBA specialization Categorical Mkt&HR/Mkt&Fin
MBA_P MBA percentage grade Numeric [0; 100]
STATUS Placement status Categorical Placed/not placed
SALARY Job salary, if any Numeric [0; +o0[
Fig.2 Coefficients of the LR
model for the recruitment case.
The analysis underscores the 2.00
importance of participation in 1.85
commercial/scientific programs
during high school, as well as 1.75 1.72
the related grades achieved. ’
Students with work experience
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1.50

1.25 1.23

1.00 0.96

0.89

0.75

0.50

0.25

0.00 Q \ o

g3 eh. o © o o\
?IGQ‘ N\ f) > 66/ z S ?\\(\Qj\/
A9 0o A QO

@ Springer



Cognitive Computation (2024) 16:3035-3050

3043

Table3 Top 10 candidates sorted by model’s output scores. Each entity
is provided with the identification code, the ranking position and the
LR model’s forecast (SCORE). Additionally, the most influential fea-
tures as determined by the pre-processing algorithm have been included.

Candidates with shaded background are those chosen to elucidate the
functionality of the proposed solution as discussed in “Constructing
Evaluative Item-Contrastive Explanations for Recruitment”.

ID RANK SCORE DEGREE_P HSC_P HSC_S_COM HSC_S_SCI SSC_P WORKEX_YES
00034 1 0.99933 81.0 65.0 0 1 87.0 1
00029 2 0.99648 67.5 76.5 1 0 76.76 1
00139 3 0.9959 73.0 64.0 0 1 82.0 1
00097 4 0.99578 76.0 70.0 0 1 76.0 1
00079 5 0.99418 64.5 90.9 0 1 84.0 0
00188 6 0.9872 67.0 65.5 0 1 78.5 1
00140 7 0.98367 59.0 70.0 1 0 71.0 1
00070 8 0.98218 66.0 73.0 0 1 73.0 1
00063 9 0.9769 67.4 64.2 0 1 86.5 0
00072 10 0.97364 71.0 70.29 1 0 75.0 0

tion of each feature towards the final score is computed as
percentage on the overall discrepancy. Candidate 00079
predominantly benefits from having recorded higher marks
during secondary education, with high-secondary education
(HSC_P) contributing the most and (low-)secondary grades
(SSC_P) approximately half of it. Conversely, candidate
00188 derives primary support from prior work experi-
ence, with a smaller contribution from higher marks in the
bachelor’s degree. Finally, since they both attended the same
high-secondary studies (namely, scientific studies), this fea-
ture is not a discriminator among the two of them.

Alongside the visual representation comes the textual
explanations that, in our approach, is structured as the fol-
lowing example:

The available information regarding Can-
didate 00079 and Candidate 00188 suggests

that both individuals are qualified for the
job. Candidate 00079 is ranked higher than
Candidate 00188 according to the current
algorithm reasoning. However, the ultimate
decision remains within your control, off-
ering the option to alter this ranking if
desired. Characteristics in favor of Cand-
idate 00079 include a higher score in HSC_P
and a higher score in SSC_P. Characteris-
tics in favor of Candidate 00188 include a
higher score in DEGREE_P and having prev-
ious working experience.

This comparative analysis serves the dual purpose of
either confirming the validity of the existing rank or poten-
tially prompting adjustments to the final candidate selection
for interviews.

HSC_P
WORKEX_YES
ssc_p
DEGREE_P
HSC_S_SCI
HSC_S_COM CONTRIBUTION TO CAND. 00079
CONTRIBUTION TO CAND. 00188

Fig.3 Feature contributions to support the disparity in ranking among
candidates 00079 and 00188. While candidate 00079 is favored
by having higher marks during the secondary school, candidate 00188

benefits from having previous work experience and higher marks during
the bachelor degree. Since they both attended the same high-secondary
studies, no contribution is provided by this feature
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Experiment 2: Churn

The Credit Card Customer dataset serves as a comprehen-
sive repository of churn activity data pertaining to credit card
holders within a specific financial institution. Comprising
approximately 10,000 records and 21 columns, the dataset
encompasses a wide array of demographic and customer rela-
tionship information pertinent to the institution’s clientele.
The schema and the domain of the source are showcased in
Table 4. We refer to [23] for additional info on the data.

ATTRITION_FLAG has been selected as target variable
for this scenario. In particular, since only 16% of the cus-
tomer considered ceased to use a credit card, oversampling
has been exploited to re-balance the target variable to around
30%. During the data preparation phase, ordinal categorical
variables such as INCOME_CATEGORY have been cast to
numeric, while non ordinal ones have been one-hot encoded.
During this phase, we also took care of removing variables
with high correlation level that could undermine the perfor-
mances of the LR model. Moreover, numeric features were
pre-processed via standard scaling in order to make their
coefficients comparable for the evaluative phase.

The LR model is utilized as outlined in “General Setting”
section. The acquired coefficients of the model pertaining to

the features selected through the aforementioned procedure
are depicted in Fig. 4. The propensity to churn is more evident
for customers who have been inactive for several months in
the last year, for those who have had a high number of con-
tacts, and for those who have dependents. Customers who
have increased the number of transactions in the fourth quar-
ter compared to the first, who are married/single, or who have
a high number of other relationships with the bank, on the
other hand, show a lower propensity to churn. Table 5 col-
lects the customers most likely to start churn actions along
with the features found significant by the algorithm. This
sample will be utilized in the prosecution to offer a tangible
illustration of item-contrastive explainability.

Constructing Evaluative Item-Contrastive Explanations
for Churn

The outlined scenario pertains to an employee positioned
within a financial institution ascribed with the task of exe-
cuting customer retention strategies. However, constrained
by budgetary and time limitations inherent to their role,
the employee endeavors to exclusively engage with clients
deemed susceptible to churn. The proposed ranking system
constitutes the initial phase in the employee’s decision-

Table 4 Schema of the Credit Card Churn dataset. For each variable, we report the name along with the description and the data type. A sample
of the possible values is also reported to provide an intuitive comprehension of the domain

Variable Description Type Domain

CLIENTNUM Client identifier for the customer holding the account Numeric [0; +o00[
ATTRITION_FLAG Customer activity Binary 1 if closed account, else 0
CUSTOMER_AGE Customer’s age in years Numeric [0; 4o00[

GENDER Customer’s gender Categorical M=Male, F=Female
DEPENDENT_COUNT Number of dependents Numeric [0; +o0[
EDUCATION_LEVEL Educational qualification of the account holder Categorical e.g. high school, graduate
MARITAL_STATUS Customer’s marital status Categorical e.g., married, single, divorced
INCOME_CATEGORY Annual Income category of the account holder Categorical e.g. < $40K, $40K - 60K
CARD_CATEGORY Type of card Categorical Blue, silver, gold, platinum
MONTHS_ON_BOOK Period of relationship with bank Numeric [0; +o0[
TOTAL_RELATIONSHIP_COUNT Total no. of products held by the customer Numeric [0; +o0[
MONTHS_INACTIVE_12_MON No. of months inactive in the last 12 months Numeric [0; 12]
CONTACTS_COUNT_12_MON No. of contacts in the last 12 months Numeric [0; +o0[
CREDIT_LIMIT Credit limit on the credit card Numeric [0; +o00[
TOTAL_REVOLVING_BAL Total revolving balance on the credit card Numeric [0; +o00[
AVG_OPEN_TO_BUY Open to buy credit line (average of last 12 months) Numeric [0; +o00[
TOTAL_AMT_CHNG_Q4_Ql1 Change in transaction amount (Q4 over Q1) Numeric [0; +o0[
TOTAL_TRANS_AMT Total transaction amount (last 12 months) Numeric [0; +o00[
TOTAL_TRANS_CT Total transaction count (last 12 months) Numeric [0; +o00[
TOTAL_CT_CHNG_Q4_Ql Change in transaction count (Q4 over Q1) Numeric [0; +o0[
AVG_UTILIZATION_RATIO Average card utilization ratio Numeric [0; +o00[
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Fig. 4 Coefficients of the LR model for the churn scenario. The vari-
ables driving customer churn encompass the number of interactions
with the institution, the period of inactivity, and the count of depen-

making process, subsequently enabling an evaluation of
client positioning to discern the factors underlying their rank-
ing relative to others.

For instance, the employee may wish to compare clients
ranked 6 (identifier 79456083 3) and 19 (identifier 7198
08558). This selection is entirely non-binding within the
approach proposed in this study and merely serves narra-
tive purposes. Hence, Fig.5 is provided to the user to aid
in understanding the relative positioning of the two clients,
indicating for each the features that highlight a greater incli-
nation for churn activity with respect to the other. In light of
the coefficients’ signs illustrated in Fig. 4, as expounded upon
in “General Approach for Implementation and Application
with Linear Model” section, it is important to remark that
a NC implies that the likelihood of churn is heightened for
the client exhibiting a lower value for the associated feature.
Conversely, a positive coefficient indicates a greater predis-
position towards churn for the client demonstrating a higher
value. The approach suggests that client 794560833 is pri-
marily favored by having a greater number of contacts in the
last 12 months, a higher number of dependents, and a greater
decrease in activity in the last quarter (feature with NC). On
the other hand, client 719808558 receives a greater con-
tribution from having a lower number of relationship with
the institution (feature with NC), a lower total number of
transactions (feature with NC), and from being inactive for
a greater number of months in the last year.

The structure of the textual explanation associated to this
use case should comply with the guidelines depicted in the
following example:

dents. Conversely, features indicative of credit card retention include
the activity in Q4 compared to Q1, marital status, and the number of
overall relationships with the institution

The available information regarding Cus-
tomer 794560833 and Customer 719808558
suggests that both clients may engage in
churn activities. Customer 794560833 is
ranked higher than Customer 719808558 acc-
ording to the current algorithm reasoning.
However, the ultimate decision remains
within your control, offering the option to
alter this ranking if desired. Character-
istics in favor of Customer 794560833 inc-
lude a higher level of CONTACTS_COUNT_12_
MON and DEPENDENT_COUNT, along with a smal-
ler value for TOTAL_CT_CHNG_Q4_Q1. Charac-
teristics in favor of Customer 719808558
include a lower number of TOTAL_RELATION-
SHIP_COUNT and TOTAL_TRANS_CT, along with
a higher value of MONTHS_INACTIVE_12_MON.

Due to this explanatory capability, the employee gains
enhanced insight into the algorithm’s preference for one
client over another, while also obtaining valuable contrasting
information regarding the client with a lower final rank.

Discussion

As discussed throughout the manuscript, the primary objec-
tive behind our proposition of Evaluative Item-Contrastive
Explanations is to support users in evaluating pairs of
items, stimulating their critical judgment toward expressing a
preference.
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CONTRIBUTION TO ITEM 794560833

CONTACTS_COUNT 12_MON CONTRIBUTION TO ITEM 719808558

TOTAL_RELATIONSHIP_COUNT

MONTHS_INACTIVE_12_MON

TOTAL_TRANS_CT

DEPENDENT_COUNT

TOTAL_CT_CHNG_Q4_Q1

INCOME_CATEGORY

TOTAL_TRANS_AMT

TOTAL_REVOLVING_BAL

MARITAL_STATUS_SINGLE

Fig.5 Feature contributions to support the disparity in ranking among
customers 794560833 and 719808558. Client 794560833 is
favored by a greater number of contacts in the last year, a higher num-
ber of dependents, and a greater decrease in activity in the last quarter.

Additionally, in line with [19], it is essential to remember
that evaluative Al, despite its paradigm shift, is still a form
of explainable Al and, as such, must adhere to the standard
reasons for generating explanations, as outlined in “Reasons
for Explanations” section.

In this discussion, we argue that our approach remains
valid also for addressing the goals of justify, discover, and
improve. Furthermore, within the context of ranking systems,
its application becomes particularly suitable in the domains
of control.

The pros highlighted for each candidate serve as the justi-
fication of the logic endorsed by the algorithm. Furthermore,
they may contribute to the discovery of new insights. How-
ever, attributes favoring specific items, not acknowledged by
the user, could be instrumental in guiding system improve-
ments. When users disagree with the provided justifications,
their dissent prompts a request for system enhancements.

Finally, the entire formalization of the evaluative item-
contrastive explanation is crafted to empower human control
over the final decision-making process. To illustrate this, con-
sider the following possible scenarios:

1. The user agrees with the outcome justification, and it is
satisfied with the item’s relative positions.

2. The user agrees with the outcome justification but is
unsatisfied with the item’s relative positions.

3. The user disagrees with the outcome justification but is
satisfied with the item’s relative positions.

4. The user disagrees with the outcome justification, and it
is unsatisfied with the item’s relative positions.

Client 719808558 receives a greater contribution from having a lower
number of relationship with the institution, a lower total number of
transactions, and from being inactive for more time

The first case represents a scenario in which the user is in
agreement with both the proposed ranking and the provided
justification for why it resulted in that way. In this situation,
the user will confirm the existing ordering without suggesting
any improvements to the system.

In the second scenario, the user encounters a situation
where she concurs with the system’s provided justification
but opts to modify the order of items. This circumstance,
although it may initially appear counter-intuitive, under-
scores the importance of the evaluative paradigm, which
presents the advantages and disadvantages of contrasting
items. It is a clear demonstration of the user’s empowerment
in control: agreement with the justification indicates con-
tentment with the system’s reasoning and decision-making
process. However, this does not imply blind adherence; the
user has access to contextual elements, allowing decisions
that may differ from the system’s recommendations. It may
be the case that contextual elements influence the position of
more than one item in the output of the ranking. Items that
are near in position may be similar so it should not surprise.
To ensure that the ranking is correctly evaluated by the user,
we suggest contrasting couples of items recursively so that
potential adjustments are operated.

The third and fourth scenarios, although resulting in dif-
ferent decisions from the user regarding the confirmation of
the provided rank, are both marked by dissatisfaction with the
justification. The user’s reaction underscores their profound
understanding of the organizational context and professional
expertise. Regardless of confirmation, they recognize the
need to improve the ranking algorithm, aligning its logic
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more closely with their well-informed judgment. Case three
can easily be the product of chance, as two different sets of
reasons may well generate the same ranking. In this case, an
alignment is needed. In fact, a justification to other stakehold-
ers is more easily provided by the users if they understand and
share the Al system’s reasons for a certain outcome. In case
four, the system could appear to be faulted or useless, but it
serves important epistemic functions. In our understanding,
explanation should serve to improve the Al system. How-
ever, improvement cannot happen without the reflection of
the user on the result of the system. To be empowered, the user
exploits the output of the system as a source of knowledge
and an object of reflection. So, also in case four, the systems
shape the decision-making process helping the growth of the
user. However, it is essential to discuss potential directions for
algorithm improvement to ensure agreement among different
users, as unexpected reasoning could lead to the discovery
of novel knowledge.

Summarizing, considering the four potential scenarios
users may encounter in ranking settings, we contend that
an evaluative contrastive explanation is suitable for enhanc-
ing human oversight and control over the decision-making
process.

Conclusion

In this work, we introduced and formalized the application
of contrastive explanations as an effective methodology for
explaining Machine Learning models for ranking. In partic-
ular, we want to stress that such an approach has the merit
of highlighting to the decision-maker the key elements both
supporting and contrasting a proposed rank, with the ultimate
goal of putting her in the most appropriate position to make
an informed decision. This, in turn, helps mitigate the impact
of position bias in ranking problems.

In this respect, our approach is aligned with [19], calling
for a paradigm shift from a passive decision-maker that can
only take or reject the model’s outcome to an ever more active
decision-maker that can truly use the model as a support to
extract information on the problem at hand.

By contrasting a pair of candidates in the proposed rank,
the decision-maker can leverage granular information on
what characteristics are pushing the score of one candidate
above that of the other, but also what positive characteris-
tics the lower-ranked candidate has, albeit not sufficient to
be ranked higher—given the model.

Due to their granular character, contrastive explanations
in rankings readily fit into the broad Granular Computing
paradigm, increasing the impact and approachability of XAl
and enabling explanations to be tailored to a wide variety of
expertise and human cognitive processes.

@ Springer

We showcased our proposal with two experiments, with
an emphasis on the characteristics that explanations should
possess in order to be truly effective and informative for the
user. From this viewpoint, the Evaluative Item-Contrastive
approach has been assessed within the realms of recruitment
and credit card churn. Both scenarios have utilized open-
source datasets to emphasize the replicability of the attained
outcomes. Our experiment exploits a simple linear model,
thus directly using model weights as a means for extracting
positive and negative contributions to the model outcomes.
In our future research, we aim to extend the methodology to
develop a post-hoc explanation mechanism that offers item-
evaluative contrastive reasoning, independent of the black-
box model that generates the rank.
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