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Abstract: state-of-art, potentials and limitations of the @8I controller applied to disaggregated
optical networks are reported. Focus is on the @nggODTN project. Results of experimental

demonstrations are reported to prove the feagilufiproposed approach.
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1. Introduction

The utilization of disaggregated equipment in agititansport networks has recently emerged as @active
solution to bring flexibility and prevent networlerators from vendor lock-in dependencies [1]. disaggregation
concept can be applied vertically (as in the mditional SDN approach) to separate the contrah@lfrom the
data plane, and horizontally aiming at decompo#iegoptical data plane in its single components.

The first step for enabling a vertically disaggteglaoptical network is the standardization of vedfined
interfaces between the data plane and the netwamkraller, thus bypassing proprietary network mamagnt
systems. To this end, relevant work is ongoinchim definition of multi-source agreements and YANGdels for
disaggregated devices (e.g., OpenConfig, OpenROADDMI Telecom Infra Project initiatives [2]). This yaan
SDN controller could build on standard YANG modealsd procedures to consistently control, configund a
monitor the optical network. This approach alsobées operators and service providers to rapidlywate the
offered services through the implementation of Bgeapplications on the top of the SDN controller.

At first level of horizontal disaggregation, thet@alane is presented as a set of terminal deyigestransponders)
and Optical Line Systems (OLS), i.e., point-to-paiptical lines. With this solution, the operaterg enabled to
independently upgrade transponders, which typidalye a shorter technological life-cycle. Altermaly, the data
plane can be disaggregated in transponders andfig@ble optical add-drop multiplexers (ROADMahd, going

deeper in the disaggregation process, each ROADMedurther decomposed in a set of ROADM degreeven

more elementary components (e.g., optical filtensl aptical amplifiers). As an example, there areeay

commercially available products disaggregatingdpiical nodes in single node degrees.

From the control point of view, many open-sourcdidtives recently emerged from the traditional SDN
community (e.g., OpenDaylight, ONOS). Among thermne tONOS controller (i.e., Open Network Operating
System) has been proposed by the Open Networkingpdation (ONF) with the support of many of the most
important telecommunication vendors and operatdosvever, ONOS is part of a wider set of initiatiyg®moted
by the ONF, that includes other related projectshsas the development of a layer-2 network emuléter,
MININET), the development of a resource orchestrdi@., XOS), the modeling of standard interfatesard
transport networks (i.e., Open Transport Configaraind Control) and many applications. Such apfibos are
devoted to specific use cases such as CORD, fouttliwation of SDN in access and metro networkl §hd the
recently created Open and Disaggregated Transpatswddk (ODTN), specifically working to extend theNOS
controller for proper support of disaggregated aghthetworks.

2. ONOS potentials, performance, limitations

ONOS has been originally designed to operate dditimaal SDN networks composed of electronic deviiee.,
layer-2 switches) mainly utilizing the OpenFlow frool. However, with respect to other SDN contn@]éONOS
natively addressed the most common weak pointh@f3DN architecture featuring a centralized coldrpi.e.,
reliability and scalability. Therefore, it is onétbe best candidates for the control of opticaivoeks.

From the reliability point of view, ONOS is desight run in a logically centralized but physicatlistributed
fashion, where the controller functionalities apeesd on a number of synchronized instances rurmindifferent
physical machines [4]. This approach, together véth advanced multi-thread software architecturengly
improves the system scalability because the mamipecs devices can be balanced among the sevestanioes [5].
Those reliability and scalability properties haveeb widely tested in emulated scenarios [4][5], &isb in the
deployment of real networks such as a commerciglbgenent by China Unicom, and a worldwide deploytema
federation of research networks (e.g., InterneRAST, etc.). However, the multi-instance architeetis designed
in such a way the controller instances should latéd within the same LAN (due to stringent bandhwviand
latency requirements). For this reason, severgept® and exemplar platforms using ONOS are plantonuse a
hierarchy of (multi-instance) controllers where leaontroller is devoted to geographically distrémitor different
technological domains (e.g., electronic and optidadr instance, the E-CORD project (i.e., EntagCORD), that
is in advanced phase of investigation by many wadé operators including TIM, is using two diffete@NOS
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controllers at each CO, and a distinct ONOS coletrdior the network interconnecting the COs. Albge
controllers are coordinated by a parent ONOS iatedl with the network orchestrator (i.e., XOS ie DORD
project). Another example is the control plane #edture selected within the METRO-HAUL project [1¥here
there is an ONOS controller at each metro nodeQ®S controller for the optical metro/regional djigeegated
optical network connecting the nodes and a paremtraller exposing the overall network view to tirehestrator.

3. ODTN working group

Most of the aforementioned use cases and deplograet focused on the utilization of electronic desi and
OpenFlow protocol, while the utilization of ONOS asontroller of an optical network is still in tievelopment
phase and in course of experimentation in reseamelionments [1]. The first attempt to enable ON@$ontrol an
optical network has been made through extensidheo©penFlow protocol [6][7]. However the OpenFlprotocol

has been demonstrated to be not enough flexiBatcompass all the configurations required on theaplane.

In the meanwhile, several modeling initiatives t&adrusing YANG for the complete characterizationopfical
devices and configuration procedures. With thisdkaf modeling language, the natural protocol totemnand
monitor the network became the NETCONF protocol [8] this scenario, the ODTN working group has been
created almost one year ago to enable ONOS toatpatnfigure and monitor disaggregated opticalvwoeks based
on NETCONF/YANG [2]. The ODTN work is planned inréte main phases. In phase 1.0 the ONOS controiler w
be extended on both the NorthBound (NBI) and thetlf#ound (SBI) interfaces. On the NBI, an ODTN aypp
accept properly formatted optical connectivity resgps; on the SBI, a set of ODTN drivers will config a
transponder pairs. In phase 1.5 an OLS will beuidet! within each pair of transponders so that tdreroller can
start to be used in real networks, thus the impleat®n of a driver for configuration of the OLSIWbe required.

In phase 2.0 the support of ROADMs will be introddcso that a meshed network topology can be céyrect
configured by the controller, in this phase all #oeessory functionalities already provided by ON®38., routing)
should be correctly upgraded to work in the opta@inain. In phase 3.0 the ROADMs will be furthesadjgregated
in more elementary devices such as, node degrétss,f optical amplifiers, etc. However, since qiete
disaggregation could overload the controller withproviding great benefit in terms of efficient usferesources, it
is still unclear up to which levels of disaggregatphase 3.0 will lead.
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external planning and QoT estimation tools in dotted lines; (b) required protocol interactions between the ONOS controller and the
optical data plane (b); current protocol inter actions between the ONOS controller and the optical data plane.

At the time of writing, the work in ODTN group ietween phases 1.0 and 1.5. The NBI is already defihed
adopting the Transport-API (TAPI 2.0) models foce®ing connectivity service requests and manadhng
network topology [9]. Within the current ONOS implentation TAPI is supported through RESTCONF proftoc
[10]. Thus, with reference to solid lines in Figl}(users request the creation of lightpaths usiveg TAPI
connectivity YANG model, (1). Upon reception of anoectivity request, the ODTN app maps the TA&ivice
interface pointdo ONOS ports at the transponder level and fora/éingé connectivity request to the ONOS core in
the form of anOptical Intent (2). Specifically, the utilization of the intebtsed approach, has been recently
decided within the ODTN project since it facilitatthe re-utilization of a set of available funcadities within the
current version of ONOS, such as (elementary) nguéind spectrum assignment (RSA) algorithms, puresdto
compile intents in a set #flow Rules(typically including input/output ports and opticdannel specification), and
the main components of the device drivers. Thengdhe intent has been compiled, the device drigersused to
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forward the configurations toward the data plaBg, [for this last purpose, several drivers basetherlNETCONF
protocol are in phase of development. A differenitvet will be necessary for each type of deviceg.(e
transponders, ROADMSs) and for each considered YAMGdel. As an example, the driver for OpenConfig
transponders is already partially included in therent distribution, while drivers for ROADMs basexh
OpenROADMSs models are in phase of developmentabeady tested within the research community [11].

4. Open points and experimental demonstration

Apart from the on-going development of the aforetiered software components, the extension of ON© 8¢

optical disaggregated networks poses also othewritampt points to be addressed:

» A typical requirement of optical networks, wheresides are characterized by a significant configaratime, is
the ability of the controller to know when a lighth has been completely configured on the dataeplanthis
regard, the utilization of NETCONF protocol is aogcstarting point because a confirmation messagerisfor
each configuration request. Specifically, the ambinehavior is depicted in Fig.1(b): the controtkyplies to the
orchestrator request only when data plane is yo@dihfigured, the intent should be set as instaifedhe
controller only when all the flow rules are in tABDED state at the controller. Finally, each flower is set in
the ADDED state immediately after the receptiontttd NETCONF confirmation message from the device.
Conversely, in the current implementation, see 1K@}, the controller does not provide a feedbackh®
orchestrator when the lightpath is established, thedflow rules are not turned in the ADDED stafeta the
next monitoring cycle (i.e., typically every 10-$&conds).

» Another important requirement is to facilitate timegration with external tools for network plangimnd
accurate evaluation of optical physical impairmemtsieed, almost all network vendors and operatayald
continue to use their own tools to plan and pravighe optical network (e.g., advanced routing @igms). In
addition, there are some well-established openesoinitiatives implementing this kind of tools [12]o this
extend, we propose the modular integration modgictied with dashed lines in Fig.1(a), where the apghe
NBI is extended so that, after utilization of so®@EOS features, step 1a, (e.g., for the retrievaloofie physical
plane parameters) but before submitting the optit@int to the ONOS core, an external tool can tieed
through NETCONF or RESTCONF protocol, steps 1b®nd

The approach described above has been tested amahsigated in an experimental environment. Spetificwe

have developed NETCONF agents implementing Open@oviANG models for the terminal devices and

OpenROADM YANG models for ROADMSs. Virtual agentsvieabeen implemented using ConfD and Net2Peer

tools running as NETCONF server. The agents haee bélized to control both emulated and real agtaevices,

such as a ROADM prototype with a three-degrees @ral add-drop module, provided by TIM [11]. In dllet
experiments the whole control cycle to establisticap intents (i.e., steps 1, 1a, 1b, 1c, 2, 3 ig. has been
executed in about 100 ms, plus the time neededdyexternal tool (e.g., we have implemented anreateool

estimating the effect introduced by cascade ofcapfilters that requires about one second per)path

5. Conclusions

This paper provided an overview of the ONOS po#dsitiperformance and limitations to control disagated
optical networks, with specific focus on the onsgpivork within ODTN. A pair of experimental demoradion are
briefly reported, to clarify the kind of work thiatrequired to extend ONOS to control optical netgo
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